
Cybersecurity in physically entangled networks

Ammar Qureshi

Master in Computer Science

Dissertation

University of Dublin, Trinity College

Supervisor: Dr. Khurshid Ahmad

School of Computer Science and Statistics

O’Reilly Institute, Trinity College, Dublin 2, Ireland

Submitted to the University of Dublin, Trinity College, April, 2019



Contents

Declaration

Acknowledgements

Summary

Abstract

Abbreviations

Background i

System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

System of Systems(SoS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Cyber Physical Systems of Systems(CPSoS) . . . . . . . . . . . . . . . . . iii

Emergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Smart Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

1 Introduction 1

2 Literature Review and Motivation 8

3 Methodology 14

3.1 Operational Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1.2 Agent Based Model(ABM) . . . . . . . . . . . . . . . . . . . . 16

3.1.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Cybersecurity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.2 Blockchain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4 Platforms and Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.4.1 Operational Modelling . . . . . . . . . . . . . . . . . . . . . . 43



3.4.2 Cybersecurity . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.5 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5.2 Defining Agents and Interactions . . . . . . . . . . . . . . . . 47

3.5.3 Building the network . . . . . . . . . . . . . . . . . . . . . . . 47

3.5.4 Scheduling Agents . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5.5 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5.6 Visualisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.6 Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4 Case Study and Evaluation 52

4.1 Case Study 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 Case Study 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2.1 No outbreak size . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2.2 With outbreak size of 1 . . . . . . . . . . . . . . . . . . . . . . 61

4.3 Case Study 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5 Afterword 70

5.1 Operational Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2 Cybersecurity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71



List of Figures

1 System of Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

2 NIST CPS Conceptual Model [2] . . . . . . . . . . . . . . . . . . . . iv

3 Classification of Emergence [7] . . . . . . . . . . . . . . . . . . . . . . v

4 Existing Grid Architecture [6] . . . . . . . . . . . . . . . . . . . . . . vi

5 NIST Smart Grid Conceptual Model [5] . . . . . . . . . . . . . . . . . vii

6 Tree diagram of cyber threats and attacks on a Cyber-Physcial Sys-

tem(CPS) [14] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

7 Evolution of the Grid [16] . . . . . . . . . . . . . . . . . . . . . . . . 3

8 General procedure for existing data communication(Adapted from [40]) 5

9 Blockchain based procedure for data communication(Adapted from

[40]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

10 Simulation techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

11 A typical agent structure[48] . . . . . . . . . . . . . . . . . . . . . . . 18

12 Process of modelling an Agent Based Model(ABM) [77] . . . . . . . . 18

13 DHS Science and Technology Directorate Blockchain decision model[57] 22

14 Blockchain structure [62] [64] . . . . . . . . . . . . . . . . . . . . . . 24

15 Digital signature in Blockchain [62] . . . . . . . . . . . . . . . . . . . 25

16 Blockchain working methodology [63] . . . . . . . . . . . . . . . . . . 26

17 Blockchain network view [72] . . . . . . . . . . . . . . . . . . . . . . . 28

18 Design of program consisting of user interface, agents, blockchain

network and visualisation tool . . . . . . . . . . . . . . . . . . . . . . 30

19 Proposed Blockchain Application to Electricity infrastructure [38] . . 32

20 Potential Agents identified in Mylrea et al. smart grid architecture [38] 33

21 Smart grid overview of the agents with blockchain and smart contracts 35

22 Consumer and Supplier interaction via a smart contract . . . . . . . . 37

23 Event listeners for agents in the network . . . . . . . . . . . . . . . . 38

24 Consumer Agent Activity Diagram . . . . . . . . . . . . . . . . . . . 40

25 Supplier Agent Activity Diagram . . . . . . . . . . . . . . . . . . . . 41

26 Generator Agent Activity Diagram . . . . . . . . . . . . . . . . . . . 42

27 A taxonomy of Ethereum development ecosystem components[72] . . 45



28 Smart contract workflow from creation to deployment to execution . . 46

29 High level workflow overview in the Ethereum network [70] . . . . . 46

30 Pipelined architecture of the program . . . . . . . . . . . . . . . . . . 49

31 User interface parameters . . . . . . . . . . . . . . . . . . . . . . . . 51

32 Visual agent classification . . . . . . . . . . . . . . . . . . . . . . . . 52

33 Case Study 0 start state . . . . . . . . . . . . . . . . . . . . . . . . . 55

34 Case Study 0 execution state . . . . . . . . . . . . . . . . . . . . . . . 56

35 Result of Case Study 0 . . . . . . . . . . . . . . . . . . . . . . . . . . 57

36 Case study 1 start state - no outbreak . . . . . . . . . . . . . . . . . 58

37 Case study 1 execution state - no outbreak . . . . . . . . . . . . . . . 59

38 Result of Case Study 1 - with no outbreak . . . . . . . . . . . . . . . 60

39 Case Study 1 with outbreak - start state . . . . . . . . . . . . . . . . 61

40 Case Study 1 with outbreak - virus spreading . . . . . . . . . . . . . 62

41 Case Study 1 with outbreak - nodes becoming resistant . . . . . . . . 63

42 Case Study 1 with outbreak - nodes resistant . . . . . . . . . . . . . 64

43 Result of Case Study 1 - with outbreak size of 1 . . . . . . . . . . . . 65

44 Case Study 2 start state . . . . . . . . . . . . . . . . . . . . . . . . . 66

45 Case Study 2 progress . . . . . . . . . . . . . . . . . . . . . . . . . . 67

46 Case Study 2 nodes becoming resistant . . . . . . . . . . . . . . . . . 68

47 Result of Case Study 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 69



List of Tables

1 Comparison of Monolithic system and SoS(Adapted from [7]) . . . . iii

2 Comparison of characteristics between existing grid and smart grid(Adapted

from [6]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

3 Comparison of metrics between various papers in the cybersecurity

and modelling space of smart grids . . . . . . . . . . . . . . . . . . . 13

4 Attributes that define DES and ABS models [50] . . . . . . . . . . . 15

5 Mesa framework properties [51] . . . . . . . . . . . . . . . . . . . . . 43



Declaration

I, Ammar Qureshi, declare that the following dissertation, except where otherwise

stated, is entirely my own work; that it has not previously been submitted as an

exercise for a degree, either in Trinity College Dublin, or in any other University;

and that the library may lend or copy it or any part thereof on request.

Signed: Date:



Acknowledgements

First and foremost, I would like to thank my thesis supervisor, Professor Khurshid

Ahmad, for his continuous and valuable help over the course of this dissertation.

My sincere gratitude for his willingness to dedicate his time generously.

To the friends, I have made during the past five years at Trinity. I will always

remember the countless late night team submissions we have endured, as it was our

firm belief that procrastination always gave you something to look forward to.

Last but not least, I would like to thank my parents for their constant support

throughout my academic journey.



Summary

As we network and connect technology and infrastructure to an already complex

system, we create tremendous new value but also potentially leave the system more

vulnerable to cyber attacks. One such example of a complex system is the power

grid, which unarguably is one of the most critical systems for a functioning modern

day society. However, with many small scale cyber attacks which remain unnoticed

and the highly publicised large scale cyber attacks such as the Estonian cyber attack

in 2007 and the Ukraine Blackout in 2015 indicates that such complex systems are

far from fully secure.

This paper explores the conventional modelling techniques in the modelling commu-

nity and provides reasons for modelling the behaviour and interactions of entities

in a complex system with Agent-Based Modelling. Furthermore, this paper will

explore key literature on how complex systems such as the smart grids are secured

from cyber-attacks. A brief overview of blockchain technology will be presented and

the justifications for why blockchain technology may have the potential to secure

interactions of stakeholders in a complex system.

Additionally, this paper will build an agent-based simulation of the smart grid con-

sisting of the end-user, supplier and generator with the Mesa framework, where agent

interactions interface with smart contracts on the Ethereum blockchain through

Web3.py. To study the behaviour of interactions under cyber-attack conditions, a

threat model, more specifically a simple virus which infects other nodes and tam-

pers with data will be introduced to the model. The behaviour of the various

heterogeneous stakeholders and the state of the overall systems will be studied with

and without the threat model through various case studies in order of increasing

complexity. Also, final remarks on the effectiveness, efficiency and security of the

blockchain technology and modelling complex systems are concluded.



Abstract

As we network and connect technology and infrastructure to an already complex

system, we create tremendous new value but also potentially leave the system more

vulnerable to cyber attacks. One such example of a complex system is the power

grid, which unarguably is one of the most critical systems for a functioning modern

day society. However, with many small-scale cyber attacks which remain unnoticed

and the highly publicised large scale cyber attacks such as the Estonian cyber attack

in 2007 and the Ukraine Blackout in 2015 indicates that such complex systems are

far from fully secure.

This paper explores the various modelling techniques to model complex systems

of systems such as the smart grid. Additionally, this paper builds a simulation by

pipelining two relatively new concepts in computing, namely Agent Based Modelling

and Blockchain technology with a user interface which allows for dynamic structur-

ing of the network. The agent interactions interface via blockchain based smart

contracts. Furthermore, the simulation introduces a simple threat model into the

modelled system secured by blockchain technology to study the behaviour of the

various heterogeneous stakeholders in the system and the overall global behaviour

of the system through various case studies in order of increasing network complex-

ity. Finally, remarks on efficiency and security of blockchain technology and the

limitations of agent based models are concluded.
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Background

System

EU Project DSOS((Dependable System-of-systems IST-1999-11585)) defined a sys-

tem as "An entity that is capable of interacting with its environment and may be

sensitive to the progression of time". A system is sensitive to the progression time

if the system reacts differently at different points in time to the same pattern. A

classic example is a time-controlled central heating system, where one of the factors

affecting temperature is the current time.

System of Systems(SoS)

The transportation systems, the global banking industry, a water-supply system,

military equipment and a great number more, strongly rely on SoS.

A SoS is a concept from the domain of systems engineering.

Maier et al. [3] put forth five key characteristics of a SoS:

• Operational independence of the components of the overall system

• Managerial independence of the components of the overall system

• Geographical distribution

• Emerging behaviour

• Evolutionary development processes

The purpose of SoS is to bring together a set of cooperating systems for a task that

systems cannot accomplish independently or cannot be provided in an as efficient

manner as by the whole system.

Components in a system have Operational Independence if the disassembled com-

ponent systems can usefully operate independently. That is, the components fulfil

customer-operator purposes on their own.

Components in a system have Managerial Independence if the disassembled compo-

nents not only can be operated independently but do operate independently. The
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Figure 1: System of Systems

component system are separately acquired and integrated but maintain a continu-

ing operational existence independent of the SoS. According to Maier et al. [3] if

a system does not meet criteria of Operational Independence and Managerial Inde-

pendence, it is not considered a SoS regardless of the geographic distribution of its

components.

Such independence leads to a dynamic change of structure and connectivity of sys-

tems over time, where systems can be added, upgraded, connected or disconnected

and the whole system and its constituent components can be dynamically reconfig-

ured.

Partial autonomy of several components is essential for the concept of SoS. Each

constituent system keeps its own management, rules, and resources while coordi-

nating within SoS to satisfy the goals of the whole system (see Figure 1). It does

not necessarily mean human-free operations as human supervision and intervention

are an important element of autonomy of constituent system as well as of the whole

system.

Table 1 shows the comparison between Monolithic Systems and SoS through various
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characteristics.

Characteristic Monolithic System System of Systems

Scope of System Fixed(known) Not known

Clock Synchronisation Internal External(ie CPS)

Structure Hierarchical Networked

Requirements and

Specification

Fixed Changing

Evolution Version Control Uncoordinated

Implementation Technology Given and Fixed Unknown

Testing Test phases Continuous

Faults(Physical,Design) Exceptional Normal

Control Central Autonomous

Emergence Insignificant Important

Table 1: Comparison of Monolithic system and SoS(Adapted from [7])

Cyber Physical Systems of Systems(CPSoS)

Technological advancements have been fueled by simultaneous development in data

science, artificial intelligence, telecommunication, computation, sensors, actuators,

materials and augmented reality. Different perspectives on these developments have

led to the creation of Cyber-Physical Systems, IoT, Industry 4.0, to name a few.

Cyber-Physical Systems (CPS) are smart systems that include engineered interact-

ing networks of physical and computational components [2] shown in Figure 2.

Engell et al. [4] describes a CPS as a "large complex physical systems that are

interacting with a considerable number of distributed computing elements for moni-

toring, control and management which can exchange information between them and

with human users".
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Engell et al. [4] defines CPSoS as a CPS which exhibit the features of SoS in

correspondence of Maier et al. [3] :

• Large, often spatially distributed physical systems with complex dynamics

• Partial autonomy of the subsystems

• Dynamic reconfiguration of the overall system on different time-scales

• Continuous evolution of the overall system during its operation

• Possibility of emerging behaviours.

Figure 2: NIST CPS Conceptual Model [2]

Emergence

Aristotle succintly communicates the concept of emergence with the following quote:

"The whole is greater than the sum of its parts"

The interactions of constituent systems form complex systems, with abnormal be-

haviours, properties and structure that go beyond the attributes of any individual

constituent system. Bondavalli et al. [7] provide a more formal definition of emer-

gence as "A phenomenon of a whole at the macro-level is emergent if and only if it

iv



is of a new kind with respect to the non-relational phenomena of any of its proper

parts at the micro level."

The concept of emergence is quite common in large scale CPSoS. Figure 3 shows

a schema for the classification of emergence, the emergent phenomena can be split

into the domain, predictability, explanation and consequences.

Figure 3: Classification of Emergence [7]

In many cases, the principles that can explain emergent phenomena are formulated

post facto as it would require very knowledgeable and conscious minds to predict a

priori all possible emergent phenomena that can come into existence out of interac-

tions of many constituent systems.

Managing emergence is essential to avoid undesired detrimental situations generated

from smart grid interactions. System safety has been acknowledged as an emerging

property, because its meaning at the SoS level does not have the same meaning for

the individual constituent system, and it cannot be merely expressed as the sum of

the individual parts.

The Power grid: A CPSoS

The current grid infrastructure is, for the most part, a hierarchical system. The

producers and suppliers at the top of the hierarchy ensure energy transmission to
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customers’ loads at the bottom of the chain. The system is inherently unidirec-

tional where the source has no real-time information about the consumers. There-

fore, the grid has been over-engineered to withstand maximum anticipated peak

energy demand, where such anticipated demand peaks occur infrequently resulting

in inefficiency.

Furthermore, with the growing demand for energy combined and the lack of invest-

ment in bulk power plants will result in a decrease in system reliability and stability.

Any unanticipated surge in demand or anomalies can cause cascading failures due

to the current topology of the system triggering disastrous blackouts.

Figure 4 shows the existing grid architecture. The generation, transmission systems,

network of substations and distribution network are centralised with basic data

network. Whereas at the customer end there is no data network.

Figure 4: Existing Grid Architecture [6]
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Smart grids are envisioned to address the major flaws of the current power grid.

The smart grid is a CPSoS, where interacting CPSs (producers, distribution system

operator, transmission system operator, consumers and prosumers (who produce

and consume energy)) cooperate to continually optimise the use of energy resources

while minimising operational and maintenance costs and maximising stability and

dependability of the grid.

A smart grid handles dynamicity of the grid by constantly re-configuring itself in or-

der to balance energy production and consumption loads. Furthermore, smart grids

need to be adaptive during runtime as constituent systems are in constant reno-

vation, upgrade or extension towards new requirements or technological advances.

Even though such a large-scale CPSoS is continuously evolving, it must continuously

provide dependable service 24 hours a day, seven days a week, 365 days a year. Fig-

ure 5 shows the various interactions among stakeholders in the highly networked

and large-scale CPSoS.

Figure 5: NIST Smart Grid Conceptual Model [5]

One of the key technologies is the concept of the smart meter which will manage

devices in smart homes to minimise energy inefficiencies and in turn reducing energy
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costs for consumers. Smart meters will also interact with the grid; this bidirectional

communication will help reduce peaks in demand, enable dynamic optimisation of

electric-system operations, maintenance, planning and the integration of new energy

technologies such as solar and wind energy.

Table 2 compares characteristics of the existing grid and the the smart grid.

Characteristics Existing Grid Smart Grid

Communication One-way Two-way

Topology Centralized Network

Generation Centralized Distributed

Failure Restoration Manual Self-Healing

Checks Manual Remote

Consumer participation Non-participative Informed and Involved

Energy Fluctuation Failures and Blackouts Adaptive and Islanding

Table 2: Comparison of characteristics between existing grid and smart

grid(Adapted from [6])
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1 Introduction

Roughly speaking a complex systems is one with constituent parts, whose behaviours

are both highly variable and strongly dependent on the behaviour of other parts.

One can imagine the complexity which arises when we introduce new nodes into an

exiting network. This is further complicated by the fact that the new node itself

would be a complex object.

In the real world we can see examples of such complex networks such as the intro-

duction of mobile devices into a network, passengers on an aeroplane using their

mobile systems, or the introduction of smart meters in network. They appear as

an innocuous addition to an existing network, apparently improving the efficiency

which in the wrong hands can be used as a medium to launch attacks on other nodes

in the network.

Figure 6 shows a "tree" of various attacks and threats based on the functional

model of Cyber-Physical Systems. Branches of the "tree" include different types of

attacks which can lead to a Cyber-Physcial System Failure, they include attacks on:

• sensor devices(Sensing)

• actuators(Actuation)

• computing components(Computing)

• communications(Communication)

• feedback(Feedback)

The modelling of complex systems or as fashionably called System of System(SoS)

requires that each constituent system be simulated using an appropriate mathemat-

ical model. A mathematical model in itself is an approximation and it is generally

difficult to build a mathematical model of a complex systems which can be simulated.
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Figure 6: Tree diagram of cyber threats and attacks on a Cyber-Physcial Sys-

tem(CPS) [14]

One complex system which has attracted the attention of authors recently is the

electricity grid. The electricity grid has become a vital component of modern day

society, with every critical infrastructure, from transportation and telecommunica-

tion systems to water supply systems being dependent on electricity. The National

Academy of Engineering ranking the electricity grid as the greatest engineering

achievement of the 20th-century [1].

Figure 7 shows the evolution of the grid infrastructure. During the pre-Internet era,

to communicate the energy demand of the consumers, fixed-line communication was
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established between the system operators and the generation power plants. In the

post-Internet era, as the grid evolves, increased connectivity and new systems in

the smart grid are introduced. This connectivity gives rise to a stratified level of

interactions resulting in a higher degree of structural and behavioural complexity,

making it difficult and in some cases impossible to understand the system.

Figure 7: Evolution of the Grid [16]

One can consider energy security from two perspectives. In one sense this phrase

refers to being careful in generating and using energy as both contribute to global

warming and source depletion. Second, is the danger of losing control of parts of

the network. The complexity of the system amplifies with the modernisation of the

grid. Due to the deep integration of both cyber and physical layer, attacks from the

cyber layer have the potential to mislead decision-making in the control centre and

cause system disturbances, financial loss and large scale blackouts which can result

in disturbances in day to day life or possible loss of life.

Granted that smart components are vital for the full realisation of smart grids,

they undoubtedly also increase the vulnerability of the grid system. This is because

cybersecurity often is an afterthought for vendors and consumers as they prioritise

functionality and cost, leaving the power grid vulnerable to cyber-attacks

Smart meters are components that are usually connected to local networks or the

Internet. Therefore, as the grid evolves, the number of Access Points(AP) increase
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compared to the traditional power grids leaving the grid more vulnerable to cyber

attacks.

Adversaries can launch attacks by hacking remote terminal units(RTUs) such as sen-

sors placed in substations or smart meters in smart homes which can compromise

physical data measurements and state estimations leading to distorted energy de-

mand and supply figures. Data tampering can be launched by consumers to reduce

their energy bills, competing corporations, or hostile countries, aiming to compro-

mise data measurements to increase the cost of energy distribution and smart grid

operations or even causing large scale blackouts which could result in loss of life. In

this sense, data vulnerability has become an unneglectable issue.

Many cyber attacks are left unnoticed or unpublished, however, some of the acknowl-

edged and published cases of large scale malicious cyber attacks are the Estonian

Cyber Attack in 2007 [82] [83] and the Ukraine Blackout in 2015 [10] [11].

The National Electric Sector Cybersecurity Organization Resource (NESCOR) pub-

lished a detailed report [33] on the possible electricity sector failure scenarios and

impact analyses that include both malicious and non-malicious cybersecurity events.

Network simulation models have been developed with these objectives in mind -

to model complex systems and study the behaviour of the network. Some of the

components and actors involved in the network cannot be modelled mathematically

so alternative suggestion has been to use the so called Agent Based Model(ABM

which can be programmed using AI techniques to reproduce the behaviour of those

systems through production rules (if-then) coupled with fuzzy logic and Machine

Learning programs.

In one sense, an agent is an object which communicates with other objects as Object

Oriented languages but also knows to select its own input and produce its own output

with the view of achieving certain goals which have been specified at the matter level.

The above security issues mentioned implies that many smart grid operations are

not conducted in a secure environment and much of the multiparty transactions

are not auditable, and a significant proportion of the transactions and exchanges

4



depend on middle-men, leaving plenty of room for accounting errors to outright

fraud. Ensuring the integrity and consistency of data is of critical importance for

the secure and economical operation of complex systems. Furthermore, existing

communication and storage of critical data in critical and complex systems are less

than fully effective against cyber-attacks. Figure 8 shows the steps of current data

communication. Cyber attackers are able to manipulate data during data collection

phase, during data transmission phase due to weak or absence of encryption(plain-

text) and when the data is received and stored in centralised control centres.

Figure 8: General procedure for existing data communication(Adapted from [40])

ABM have been identified to be suitable for modelling electricity networks [80].

There are other simulation techniques are currently being used by one of the major

R&D institutions in the U.S to simulate the electricity network [38].

For aspects of security, which is the protection against cyber attacks, elaborate

models of small number of device within an electricity network, mainly design with

sensors and control devices, to assess the vulnerability of the network against such

attacks [38]. Here the emphasis is on using smart contracts between stakeholders

generated using Blockchain technology. The authors claim that applying blockchain

based smart contracts presents an opportunity to increase the speed, scale and

security of transactive energy applications.

Blockchain technology could help mitigate the tampering of data as the ledger would

record the energy transaction time and use data as registered in a block. This
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provides a means of verifying what data is valid and what data is invalid, enabling

the blockchain platform to quarantine data, drop malicious commands not contained

in the smart contract and return to a steady state.

Figure 9 shows the steps of blockchain based data communication. Data is encrypted

before it is transmitted to the network, the data is validated and verified based on

a distributed consensus mechanism by the peers in the network and is finally stored

in the distributed ledger.

Figure 9: Blockchain based procedure for data communication(Adapted from [40])

It is to be noted that a Blockchain solution does not guarantee 100% security or

prevention of cyber attacks. For example, Blockchain may not prevent access to be-

hind the meter systems [38]. Instead, it improves security through authentication,

encryption and ability to verify the integrity of the data. Furthermore, blockchain

may reduce or possibly removes the need for intermediaries to clear transactions.

This potentially reduces the attack landscape by reducing the number of nodes sus-

ceptible to attack. However, its security value is more about securing or protecting

integrity once an attacker is already in a system. Blockchain can help detect ma-

nipulation of configurations, or critical systems are changed or the terms of smart

contract are manipulated.

Currently, this appears to be ambitious because Blockchain technology and its ap-

plication, smart contracts in themselves are vulnerable to attacks, they also present
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low throughput, scalability and high energy consumption which is not suitable for

large complex systems. It is not clear such smart contracts can be deployed for thou-

sands of customers and devices including smart meters. However, it is important to

see what happens during a small scale simulation to assess this situation.

Key results :

A deeper appreciation of modelling complex systems has been gained by modelling

heterogeneous stakeholders in the power grid systems through different modelling

techniques, especially Agent Based Model(ABM). Moreover, a working understand-

ing of Blockchain technology, both permissioned and permissionless, including smart

contracts has been acquired for exploring questions in security of networks.

Contribution:

We have developed a prototype system with GUI, where we have modelled the

behaviour of end users, suppliers and generators. Using ABM, the various agents

can interact through smart contracts on a Blockchain.

The rest of the paper is organised as follows. Section 2 discusses the literature

review, we appreciate as well as critique the work of relevant authors in the field

of cybersecurity in the energy sector space and their modelling techniques, if any.

Section 3 presents the Methodology; we will introduce the two computing aspects

our paper, namely operational modelling and cybersecurity. We then present the

design, tools used and the implementation for our blockchain integrated agent based

simulation. Section 4 provides a few case studies of the program and evaluation of

the results. Finally, Section 5 briefly provides future work, challenges and final

remarks.
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2 Literature Review and Motivation

Rusitschka et al. [37] proposed a real-time smart meter data management system

based on the Smart Grid Data Cloud. Their Cloud Computing model allows col-

laboration and exchange of information between consumers, retailers, virtual power

plant operators of highly distributed generation as well as the network operators.

Ye et al. [36] proposed a data-driven, cloud-based ICT framework for smart grids

in order to allow utility companies to have maximum security control over data. By

leveraging Big Data analytics, Cloud Computing and other information sources(i.e.

weather forecasts, news, social network, stock markets) they claim to have better

forecast prediction compared with only historical data of electricity consumption.

The author’s cloud-based framework is secured by Identity-Based(ID-based) Se-

curity Scheme(IBSC), which performs the function of both digital signature and

encryption simultaneously. The scheme makes use of public key cryptography. In

their scheme, instead of generating keys randomly, public key generation is com-

puted based on the ID of client together with a given time after which computation

of the public key is not permissible by the system.

However, the proposed Cloud Computing platforms of Rusitschka et al. [37] and Ye

et al. [36] do not possess characteristics of data immutability and non-repudiation.

Both of which are not only attractive but necessary characteristics to improve the

security, resiliency and transparency of smart grid networks.

Mylrea el al. [38] explore the application of Blockchain and smart contracts to im-

prove smart grid resiliency and to secure DER transactions and exchanges. The

authors state the proposed application would lessen or even remove the reliance

upon third parties, strengthen the security of transactions and exchanges resulting

in easier adoption and monetisation. Furthermore, it will increase speed, scale and

security of modern grid, which are essential properties for real-time energy transac-

tions. In their model, energy transaction is through blockchain based smart meters

interfaced via smart contracts which will update the blockchain. The Blockchain

would be used to verify time, user, energy transaction and protect the data with

immutable crypto signed ledger.
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The authors further provide a brief overview of two testbeds at PNNL that are

currently being developed:

1. PNNL B2G Cyber Testbed [41]: provides the capability to model and simulate

energy delivery systems form the distribution substation all the way to end

consumers. Furthermore, it simulates various cyber-attack scenarios, threats

and vulnerabilities.

2. PNNL Connected Campus: provides the necessary speed and scale to validate

and verify Blockchain application.

The authors state that combining the two PNNL testbeds mentioned above may

improve the state of the art blockchain application to security, speed and sale for

transactive energy applicaitons.

Gao et al. [39] introduce sovereign blockchain technology, named GridMonitoring to

provide a monitoring system on the smart grid. Their sovereign technology contains

multiples threads of blockchain in the network, each thread uniquely identifying a

consumers identity. Threading side blocks to their parent block is to maintain a

contiguous well-ordered log of requests by different consumers. The content of the

side blocks appended to their parent blocks are reports from the smart contracts.

The significance of such structure is to help maintain an effective log and efficient

retrieval of blocks emphasising querying and investigation for the occurrence of the

breach of terms by consumers and utility companies.

The GridMonitoring platform is based on four layers:

1. Registration and Authentication Layer

2. Smart meter

3. Processing and consensus nodes

4. Data processing on the smart grid network

The authors claim the GridMontitoring system is very efficient as the user can

monitor how the electricity is used, and it also provides a platform where there is

no manipulation from either party. A further claim is that their GridMonitoring
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platform possesses efficient data manageability whereas the platform of Mylrea et

al. [38] does not.

Liang et al. [40] propose a new, distributed blockchain-based protection framework

to enhance the self-defensive capability of modern power systems against cyber-

attacks. It can resist against data manipulation that is launched by cyber attacks

such as Field Data Injection Attacks (FDIA) [28]. To guarantee data accuracy, their

framework employs a consensus mechanism which is automatically implemented in

every smart meter and has the following characteristics:

1. Setting of public/private key update frequency

2. Block generation

3. Miner selection

4. Release of meter’s memory periodically

In this section, we have reviewed key literature on the cybersecurity in the smart

grid space. Although the proposed blockchain frameworks reviewed in this section

can provide with transparency, immutability and non-repudiation, the simulation

environment in the reviewed literature is either in progress, lacking or non-existent.

Liang et al. [40] IEE 118-bus system simulation focuses on cyber attacks on sensors;

furthermore there is no significant simulation present on the effects of the attacks

on the smart grid network as a whole.

In the case of Mylrea et al. [38], the testbeds mentioned are Discrete Event Simula-

tion (DES) based. DES requires a mathematical model of operation, in a complex

systems such as the smart grid, one requires more than just a mathematical model

to simulate the every growing complex interaction between various heterogeneous

stakeholders. In DES one could formulate how a SCADA operates or for a formula

for the energy profile; however, DES cannot formulate the complex interactions and

behaviours between stakeholders in the smart grid environment. Additionally, the

authors propose the need for threat models in the system; however, no specific details

are provided.
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We propose an ABM approach to simulate stratified levels of interactions between

heterogeneous stakeholders in the smart grid with threat modelling. ABM is justified

because we do not have a quantitative solution of the whole stakeholder community

and how agents evolve in the network. With ABM we can place knowledge of agents

in the model. Granted many cyber attacks can be carried out, our paper will only

focus on data manipulation of malicious user’s requests and the response of possible

tampering of data.

To further strengthen the justification of preferring ABM over other DES or Sys-

tem Dynamics (SD) when simulating a smart grid network, Borshchev et al. [44]

states that ABM is designed to go beyond the limits of SD and DES approaches,

especially in the case where the "system being modelled contains active objects with

timing, event ordering or other kinds of individual behaviour". Macal et al. [50]

provide further justification. The authors state that "ABS allows people to model

their real-world systems of interest in ways that were either not possible or not read-

ily accommodated using traditional modelling techniques, such as DES or System

Dynamics (SD)".

Table 3 shows the comparison of various metrics of key literature reviewed.

The metrics include:

• Information sharing: ability of utility companies to make data generated avail-

able to third parties for research purposes

• Data Immutability: if data is unalterable

• Data Integrity: ability to detect unauthorised modifications to data

• Data confidentiality: how secure the data on the system is against intrusion

• Data provenance and auditing: the ability to track changes that are made to

data, where data originates and moves to, and who makes changes to it over

time

• Consumer demand forecast: ability of consumer to send forecasts to its utility

company

• Simulation: simulation and modelling techniques employed

11



• Threat Modelling: ability to model threats into the simulation model and

study the behaviour of the network

• Agent Based Model: if ABM was used as a modelling and simulation technique.

Data confidentiality in blockchain would be dependent on the nature of the blockchain,

whether it is permissioned or permissionless. With permissionless blockchain, ev-

ery single historical transaction is recorded an can be viewed by any entity without

special permission allowing for accountability and transparency. This is contrasted

with a permissioned blockchain, where data can only be read and written by users

with the required access control.

In addition to data immutability, data integrity, data provenance and auditing which

is offered by blockchain technology, our ABM supports consumer demand forecasts

and a simple threat model which infects end-user’s devices resulting in tampered

data before transmitting to the blockchain network; this allows us to study the

interactions between agents through smart contracts and the evolutionary behaviour

of the network.
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3 Methodology

3.1 Operational Modelling

3.1.1 Introduction

Modelling allows one to solve problems that occur in the real world; it is applied

when experimenting with real system becomes expensive or impossible; such is the

case in smart grid networks. Furthermore, constructing a model can prove useful in

achieving a greater understanding of complex systems.

Borshchev et al. [44] state that "Modeling includes the process of mapping the

problem from the real world to its model in the world of models, – the process of

abstraction, – model analysis and optimization, and mapping the solution back to

the real system.". Computer modelling and simulation relates to the manipulation

of a computational model in order to enhance the analysis of systems’ behaviour

and to assess strategies for its functioning in the descriptive or predictive modes.

Many different simulation techniques can be employed depending on the application

domand and the nature of the components one is modelling in the domain. Figure

10 shows the three most common ones and the core components used to build the

respective simulation. Each of these techniques has its advantages and limitations,

and it is vital that the modeller picks the methods which best reflects the system.

Figure 10: Simulation techniques
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Now, we will briefly describe each of the simulation techniques mentioned above

[76].

Discrete Event Simulation (DES) models are built using:

• Entities - The general name for the objects that move through the system

• Events - The processes which the entities pass through

• Resources - Objects which are needed to trigger events

System Dynamics (SD) focuses on flows around networks rather than queueing sys-

tems such as in DES, it considers:

• Stocks - basic stores of objects

• Flows - define the movement of objects between different stocks in the system

• Delays - delays between the measuring and then acting on that measurement

Agent Based Model (ABM) is a relatively new simulation technique. ABM consists

of:

• Autonomous Agents - These are self-directed objects which move about the

system

• Rules - which the agents follow to achieve their objectives

Table 4 presents a comparison between the two most widely adopted modelling

techniques: DES models and Agent Based Simulation models.

DES models ABS models

Process oriented (top-down modelling approach);

focus is on modelling the system in detail,

not the entities

Individual based (bottom-up modelling approach);

focus is on modelling the entities and interactions between them

Top-down modelling approach Bottom-up modelling approach

One thread of control (centralised) Each agent has its own thread of control (decentralised)

Passive entities, that is something is done to the entities while

they move trough the system;

intelligence (eg, decision making) is modelled as part in the system

Active entities, that is the entities themselves can take on

the initiative to do something;

intelligence is represented within each individual entity

Queues are a key element No concept of queues

Flow of entities through a system;

macro behaviour is modelled

No concept of flows; macro behaviour is not modelled,

it emerges from the micro decisions of the individual agents

Input distributions are often based on

collect/measured (objective) data
Input distributions are often based on theories or subjective data

Table 4: Attributes that define DES and ABS models [50]
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3.1.2 Agent Based Model(ABM)

3.1.2.1 Introduction

In ABMs, a complex system is represented by a collection of agents that are pro-

grammed to follow some behaviour rules [47]. The components of an ABM are

a collection of agents and their states, the rules governing the interactions of the

agents and the environment within which they live [78]. Through constituent agent

interactions, system properties will emerge(see Emergence in Background Section).

Bradshaw [46] defines agents as "objects with attitudes". More formally, agents are

software entities, described through computer algorithms to mimic the behaviour of

their real-world counterparts. Agents have their own set of goals, behaviours, and

thread of control.

3.1.2.2 Suitability

ABMs take agents and their interactions as central modelling focus points. Of the

presented modelling techniques(see Figure 10), ABM is the only one that is adaptive,

generative and multiformal [79].

ABMs conceptualise the world as resulting from the interactions of many different

entities. The algorithmic nature of agents means that they can encode many different

formalisms. Analytical solutions to agent interactions, however, are often impossible.

Furthermore, ABMs are modular in nature, which allows for different formalisms to

be encoded( multiformal). [79]

Agent-Based approach is a more general and powerful approach for modelling com-

plex systems compared to other techniques since it allows capturing more complex

structures and dynamics.

Borshchev et al. [44] state that "you may know nothing or very little about how

things affect each other at the aggregate level, or what is the global sequence of

operations, etc., but if you have some perception of how the individual participants

of the process behave, you can construct the ABM and then obtain the global

behaviour." In other words, it provides for constructing models in the absence of

knowledge about global interdependencies.
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Macal et al. provide a list of features for when an ABM is a good fit for the specific

problem [50], here we have stated a few:

• when agents have relationships with other agents, especially dynamic relation-

ships—agent relationships form and dissipate, for example, structured contact,

social networks;

• when it is important that agents learn or adapt, or populations adapt;

• when agents engage in strategic behaviour and anticipate other agents’ reac-

tions when making their decisions

• when it is important to model agents that cooperate, collude, or form organi-

sations;

• when scale-up to arbitrary levels is important that is, extensibility

3.1.2.3 Structure

Figure 11 presents the typical structure of an agent in an ABM, the three basic

elements are [48]:

1. A set of agents, their corresponding attributes and behaviours.

2. A set of agent relationships and methods of interaction: An underlying topol-

ogy of connectedness defines how and with whom agents interact.

3. The agents’ environment: Agents interact with the environment in addition

to other agents.

3.1.2.4 Process of Modelling

In general, ABM follows an incremental modelling process, starting with a simple

model and evolving into a more complex model. Figure 12 shows the processing of

agent-based modelling
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Figure 11: A typical agent structure[48]

Figure 12: Process of modelling an Agent Based Model(ABM) [77]
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3.1.3 Conclusion

In this section we briefly described what modelling is, the main simulation tech-

niques, we then delved into details of ABM: its suitability, structure and the process

of modelling.
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3.2 Cybersecurity

3.2.1 Introduction

Both physical and electronic ledger are typically maintained by third parties cre-

ating a "trusted" environment that could be abused and manipulated by human

actions such as tampering and destroying sensitive records and double spending.

When we place our trust in third parties, we are exposing ourselves to the possible

misbehaviour of that party.

Currently, when a renewable-power plant generates electricity, a meter outputs data

which gets logged in a spreadsheet. This spreadsheet containing the output gener-

ation of the renewable generator is sent to a registry provider, where data logged

into a new system, and a certificate is created. Another set of intermediaries brokers

deal between buyers and sellers of these certificates, and yet another intermediary

verifies the certificate after they are purchased [73].

Adversaries can launch attacks by hacking remote terminal units(RTUs) such as sen-

sors placed in substations or smart meters in smart homes which can compromise

physical data measurements and state estimations leading to distorted energy de-

mand and supply figures. Data tampering can be launched by consumers to reduce

their energy bills, competing corporations, or hostile countries, aiming to compro-

mise data measurements to increase the cost of energy distribution and smart grid

operations or even causing large scale blackouts. In this sense, data vulnerability

has become an unneglectable issue.

Grid optimisation and resilience improvements are essential operations as we mod-

ernise the power grid. However, cybersecurity often is an afterthought for vendors

and consumers as they prioritise functionality and cost, leaving the power grid vul-

nerable to cyber-attacks. Mylrea et al. [38] claim that Blockchain may help solve

several optimisation and reliability challenges that have been introduced with the

modernisation of the grid. The authors believe that applying blockchain based

smart contracts presents an "opportunity to increase the speed, scale and security

of transactive energy applications".
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Figure 13 by the US Department of Homeland Security (DHS) provides a decision

model which suggests the system designer to look at the nature and function of

a data set used by the stakeholders and decide whether the data set will be safe

in a spreadsheet, in a conventional database, an encrypted database, a managed

database or to use blockchain technology to secure the system.

In the case of smart grids, adopting blockchain could be a potential option in securing

parts of the system. By following Figure 13, we provide the following reasons that

lead to the blockchain use case for smart grids:

1. The interactions between stakeholders involve physical and informational trans-

actions. The smart grid stakeholders require a shared, consistent data store.

There is a need for historically consistent data for energy transactions, energy

consumption logs, pricing, statistics in the smart grid network.

2. There are multiple writers in the smart grid system. For example, a consumer

needs to write to the blockchain for the amount of energy it requires, a sup-

plier needs to record the amount of energy supplied and the price charged to

its customers and a Distribution System Operator(DSO) needs to record the

amount charged to the stakeholders for carrying the energy to buildings and

homes.

3. The smart grid network requires immutable records for auditing and non-

repudiation, once recorded no modification of historical data should be allowed.

4. Storing of sensitive identifiers is not required in order for the smart grid to

function properly.

5. The smart grid stakeholders may not place their full trust on other stakehold-

ers in the grid to be responsible for running the data store. One cannot trust

an online third party in the smart grid system; transparency and decentral-

isation are required to secure the network. The intentions of all the smart

grid stakeholders cannot be fully trusted, from honest mistakes to deliberate,

malicious tampering of data.

6. The smart grid stakeholders need a tamperproof log of all the writes performed

by all stakeholders to audit what happened and when it happened.
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Figure 13: DHS Science and Technology Directorate Blockchain decision model[57]
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3.2.2 Blockchain

In 2008, Satoshi Nakamoto published a white paper [53] that presented a detailed

method for using a decentralised, encrypted digital ledger that solves third-party

abuse and vulnerability issue.

Davidson et al. [55] define blockchain as "[a new digital technology that combines

peer-to-peer network computing and cryptography to create an immutable decen-

tralised public ledger.]". The real novelty of blockchain lies in its ability to reach

consensus about the correct and true state of a ledger without relying on central

authorities or intermediaries such as auditors and exchange markets.

Most Blockchain technology at its core are composed of three elements [56]:

• Peer-to-Peer Networking: a distributed application architecture that parti-

tions the task between peers. Peers can communicate with each other without

relying on central authority.

• Asymmetric cryptography: an encryption scheme that uses two mathemati-

cally related, but not identical, keys - a public key and a private key. In Bitcoin

and Ethereum, asymmetric cryptography is used to create a set of credentials

for your account, to ensure that only you can perform the transactions.

• Cryptographic hashing: a method for generating a unique ’fingerprint’ of any

data, allowing quick comparison of datasets and verifying that data has not

been altered.
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3.2.2.1 Blockchain Structure

As shown in Figure 14, the blockchain structure consists of a sequence of blocks

which are linked together by their hash values. A block comprises of multiple trans-

actions(TX1,TX2,..TXN). The blockchain is extended by each additional block and

hence represents a complete ledger of transaction history. In addition to the trans-

actions included in the block, each block contains a timestamp, the hash value of the

previous block and a nonce which is a random number for verifying the hash. This is

the core concept which ensures the integrity of the entire blockchain through to the

first block(genesis block). Hash values are unique, and tampering can be effectively

prevented since changes of a block in the chain would immediately change the hash

value of the block.

Figure 14: Blockchain structure [62] [64]

3.2.2.2 Digital Signature Process

Figure 15 shows the process of signing and verification in a blockchain network.

The private key is used to sign the transaction data. The digitally signed trans-

actions are spread throughout the whole network, and the signed transaction is

accessed by public key, which is visible to everyone in the network. When user

Alice wants to sign a transaction, she first generates a hash value derived from the

transaction. She then encrypts this hash value by using her private key and sends

to another user Bob the encrypted hash with the original data. Bob verifies the

received transaction by comparing the decrypted hash (by using Alice’s public key)

and the hash value derived from the received data by the same hash function as
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Alice’s. The typical digital signature algorithms used in blockchains include Elliptic

Curve Digital Signature Algorithm (ECDSA) [62].

Figure 15: Digital signature in Blockchain [62]

3.2.2.3 Working Methodology of Blockchain

According to Swanson [54], consensus mechanism “is the process in which a majority

(or in some cases all) of network validators come to agreement on the state of a

ledger. It is a set of rules and procedures that allows maintaining coherent set of

facts between multiple participating nodes”.

To append a block to the chain, the majority of nodes in the network must agree

by a consensus mechanism on:

• the validity of transactions in a block

• the validity of the block itself

Figure 16 shows the how a transaction is processed. When a user joins a network,

it will own a pair of public and private key. First, a user signs a transaction using

its private key and broadcasts it to its peers. The cryptographic signature of the

transactions will ensure non-repudiation in the blockchain distributed ledger. Once

the peers receive the transaction in the network, they will validate the transaction

and broadcast it over the network. The parties involved in the transaction vali-

date the transaction to meet a consensus agreement. Once a distributed consensus
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Figure 16: Blockchain working methodology [63]

is reached, the miner includes the valid transaction into a timestamped block and

broadcasts it back into the network. After validating the broadcasted block con-

taining the transaction and matching the hashes with the previous block, the block

is finally appended to the blockchain.

3.2.2.4 Smart Contracts

The term ’Smart Contract’ was first coined by Nick Szabo in 1994, defining it as “a

computerized transaction protocol that executes the terms of a contract” [65].

Szabo suggested translating contractual clauses into code and embedding them into

hardware or software that can self-enforce them, to minimise the need for trusted

intermediaries between transacting parties, and the occurrence of malicious or ac-
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cidental exception [66]. With the advent of blockchain technology, we can realise

the benefits of Smart Contracts since they can be utilised more efficiently by apply-

ing blockchain technology compared to the technology present at the time of their

invention in 1994.

Yaga et al. define a smart contract as "[a collection of code and data (sometimes

referred to as functions and state) that is deployed using cryptographically signed

transactions on the blockchain network]" [57]. A smart contract aims to improve

the observability, verifiability and enforceability of a contract.

Some claim a smart contract has the following properties [72]:

• Automatically executable

• Enforceable

• Semantically sound

• Secure and unstoppable

A smart contract can reside on the blockchain, and hence its code can be inspected

by every participant node in the network. Furthermore, since all the interactions

with a contract occur via signed messages on the blockchain, all the network partic-

ipants receive a cryptographically verifiable trace of the contract’s operations. Any

attempts to change the smart contract will be rejected, and the stakeholders will be

automatically notified of the attempted modification. Hence, in a multi-party sce-

nario, it can provide attestable data and transparency resulting in confidence among

the stakeholders in the enforcement of the rules embedded in the smart contract,

reduced costs from reconciliation that exists in traditional business applications and

reduce time to complete a transaction.

3.2.2.5 Blockchain Network Overview

Figure 17 shows the network view of a blockchain. The Internet at the bottom layer

provides with the basic communication layer for any network. In this case, a peer-

to-peer network runs on top of the internet, which hosts another layer of blockchain.
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That layer contains transactions, blocks, consensus mechanisms, state machines, and

blockchain smart contracts. All of these components are shown as a single logical

entity in a box, representing blockchain above the peer-to-peer network. Finally, at

the top, there are users or nodes that connect to the blockchain and perform various

operations such as consensus, transaction verification, and processing.

Figure 17: Blockchain network view [72]
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3.2.3 Conclusion

In this section, we started with claim from Mylrea et al. [38] on applying blockchain

based smart contracts to increase speed, scale and security of transactive energy

applications.We then provided with key points to justify why blockchain technology

may be a possible solution to enhance cybersecurity in smart grid with the aid

of the U.S DHS decision model. We then briefly provided with an overview of

blockchain: its characteristics, its structure, the working methodology of blockchain,

smart contracts and the network overview.
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3.3 Design

Figure 18 shows the proposed architecture for our program which integrates ABM

and blockchain technology. We will have a user interface, which controls the envi-

ronment and the agents. Agents will have their own knowledge base which they refer

to take actions. The agents interact with the blockchain network, more specifically

smart contracts to carry out operations to reach their goals. To understand how the

smart grid network evolves, the visualisation tool retrieves information from agents

and the blockchain network and displays the important aspects the modeller may

be interested in.

Figure 18: Design of program consisting of user interface, agents, blockchain network

and visualisation tool

Mylrea et al. [38] provides a detailed blockchain architecture diagram of the smart

grid space, shown in Figure 19. The consumer can transact energy with pro-

sumers(producer and consumer) with DER such as solar panels, with Electric Vehi-

cles(EVs) and primary producers/generators.

As consumer transact electricity, the blockchain based meter updates the distributed

ledger with the units of electricity transacted, creating a unique time-stamped block

for verification in a distributed ledger. The blockchain can be leveraged by Distri-

bution System Operator(DSO) to receive energy transaction data to charge their
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network costs to consumers or utility company. Similarly, Transmission System Op-

erator(TSO) can benefit by blockchain as it would reduce data requirements and

increase the speed of transaction clearance since transactions could be executed and

settled by actual consumption.

Smart contracts execute and record the transaction on the ledger through blockchain

enabled smart meters. These smart contracts can facilitate consumer trading ex-

cess energy within the microgrid, providing additional energy storage and help sub-

stations load balance from primary energy generators. Smart contracts can also

facilitate energy transactions between consumers and suppliers and also between

suppliers and generators.

Moreover, with decentralised storage of all transactions of energy flows and business

activities secures the smart contract data. This highlights the disruptive potential

for blockchain on energy markets through the introduction of a more autonomous

and decentralised transaction model. This peer to peer system may reduce or even

replace the need for a meter operator if the distribution system operator is provided

with access to the blockchain network.
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Figure 19: Proposed Blockchain Application to Electricity infrastructure [38]
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From the proposed architecture by Mylrea et al. [38], see Figure 19, multiple po-

tential agents could be modelled into a smart grid network as shown in Figure 20

Figure 20: Potential Agents identified in Mylrea et al. smart grid architecture [38]

However, we will simplify the architecture into three main stakeholders of the smart

grid network, namely:

• Consumer Agent

• Supplier Agent

• Generator Agent

In our model, agents can establish predefined rules between themselves on matters

such as requesting energy ,supplying energy, recording energy and the energy pricing

mechanism through a smart contract, which is then deployed on the blockchain.

We carry the assumption that the smart home computing platform has the following

capabilities:

• the smart home computing platform can forecast energy demands of the in-

habitants of the house by analysing patterns of usage and other information

sources such as future weather conditions, news and social network, and be

able to communicate the energy request to the smart meter.
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• there is a wired/wireless communication between the smart home computing

platform and smart meter

• with the installation of smart meters, the smart meters will contain a unique

address by which it will be asked to join the network and authorised every

time it makes interaction with the blockchain network.

Only the meters which are authorised by the grid will be able to carry read/write op-

erations. The interaction among nodes in the network are automatically performed

based on the requirement of the stakeholder, i.e. smart home may request more

energy on behalf of the residents or record the energy consumption of the residents.

As shown in Figure 21, each node(i.e. the stakeholders: consumers, suppliers and

generators) in the blockchain network will have a copy of the distributed ledger.

This copy of the distributed ledger will contain transactions made through smart

contracts and the smart contracts themselves.
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Let us suppose we have a consumer named Consumer A and a supplier named

Supplier B. Consumer A and Supplier B have reached an agreement on various

rules on transacting and exchange of energy such as request energy, supplying en-

ergy, rewards and penalties. After an agreement has been established, the rules are

translated into a computational smart contract code, which is then deployed to the

blockchain network, let us call it ConsumerA-SupplierB smart contract.

If Consumer A wants to request energy from its partnered supplier, Supplier B, it

will have to send the energy request to the deployed ConsumerA-SupplierB smart

contract. Each node has a copy of ConsumerA-SupplierB smart contract and will

self-execute and self-enforce the rules embedded in the smart contract whenever the

smart contract is invoked, as shown in Figure 22. As the smart contract is executed,

it will take appropriate actions based on input such as penalising or rewarding

consumer’s request and energy usage.

The smart contract triggers certain events based on the inputs to the smart contract.

For example, if Consumer A requests energy through the ConsumerA-SupplierB

smart contract, the smart contract will execute and trigger certain events based on

the input provided. For Supplier B to be aware of Consumer A’s energy request, it

will implement a consumer energy request event listener which will listen for requests

of its consumers on the network.

For consumers, suppliers and generators to be aware that a transaction has been

performed on their respective smart contracts, event listeners should be implemented

by each agent, listening for events they are authorised to and interested in. These

event listeners will check for specified events on blocks. For example, if Supplier

B has updated the pricing of energy in kWh through ConsumerA-SupplierB smart

contract, Consumer A’s event listener will notify Consumer A about the event

that has taken place through the established smart contract, namely ConsumerA-

SupplierB smart contract.

Figure 23 shows the event listeners for the smart grid blockchain network and the

smart grid stakeholders that may be interested in implementing these event listeners.

A consumer agent would possibly be interested in monitoring prices charged by the

supplier(Consumer Price Event Listener) and the prices that the generator charges
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the supplier per kwh(Supplier Price Event Listener). Similarly, a Supplier agent

may be interested in listening for event requests by consumers and energy generation

events by its partnered generators through the smart contracts established.

Figure 22: Consumer and Supplier interaction via a smart contract
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Figure 23: Event listeners for agents in the network

38



Figure 24 shows the activity diagram for the consumer agent. At each step t in the

ABM, the consumer agent forecasts its energy demands for the next step and also

records its actual energy consumption through the smart contract for the current

step. Once the energy forecast has been made for the next step, it has the option

to trade within its microgrid(i.e. with EV’s or with prosumers) or trade with its

partnered primary supplier with probability p. In our ABM, we are only focusing

on the interactions between consumers and suppliers and not between consumer to

consumer interactions. Hence in our ABM we use the concept of probability when

a consumer agent decides to trade energy.

If the consumer agent decides to trade with its primary supplier(determined by the

probability p), it sends the energy request to the smart contract that has been es-

tablished by both parties and waits for the response from the supplier. The supplier

can either accept or reject the request; it can either reward or penalise the consumer

for its actions. If the request is rejected, the error is displayed on the smart meter

of the consumer and the reason for the denial of the request. If the request is ac-

cepted, the price and the energy supplied will be displayed on the smart meter of

the consumer.

Figure 25 shows the activity diagram for the supplier agent. The supplier will

monitor the blockchain through its appropriate event listeners at each step t. At

each step t the supplier agent will accumulate the anomaly request events recorded

by the smart contract and also accumulate accepted request events by the smart

contract and take the appropriate actions accordingly. After dealing with accepted

and anomaly requests, the supplier agent will update energy request threshold for

its smart contract and update price per kWh for next step t+1.

Figure 26 shows the activity diagram for the generator agent. Similar to the sup-

plier agent activity diagram, it will monitor the blockchain at each step and take

appropriate actions on the anomaly supplier request events and the accepted sup-

plier request events by the smart contract. It will then update the supplier request

threshold and the wholesale price to be charged by the supplier for the next step.
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Figure 24: Consumer Agent Activity Diagram
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Figure 25: Supplier Agent Activity Diagram
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Figure 26: Generator Agent Activity Diagram
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3.4 Platforms and Tools

3.4.1 Operational Modelling

Abar et al. [51] present a comparative literature survey of various agent-based

tools present, highlighting particular features, advantages and shortcomings of each

software tool.

Although NetLogo seems to be the framework of choice for a majority of the ABMs

in academic papers, it is implemented in a domain-specific language called NetLogo.

The NetLogo language proves to be a significant hindrance when one is attempt-

ing to integrate blockchain technology and smart contracts with the agent-based

model as there are no frameworks to bridge the NetLogo language with Ethereum,

HyperLedger or any other popular blockchain technology.

The preferred framework to implement the agent-based model was Mesa, a python

alternative to NetLogo, RePast or MASON. Mesa provides with modular compnents,

browser-based visualisation and built-in tools for analysis. Furthermore, the Mesa

framework was relatively straightforward to integrate with web3.py(implemented in

python)to interact with the smart contracts. Table 5 provides a brief description of

the Mesa framework.

Table 5: Mesa framework properties [51]
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3.4.2 Cybersecurity

The first choice for integrating blockchain technology with the ABM was Hyper-

Ledger Fabric as it allowed for permissioned blockchain. However, IBM Cloud

charges hourly for each of its worker nodes. The financial factor for this project

lead us to use the Ethereum platform. Ethereum was chosen since it is the most

mature platform to implement smart contracts and also allows for an easy imple-

mentation of smart contracts [61]. Bogner et al. [60] defined Ethereum based smart

contract as ’[a cryptographic box which stores information, processes inputs, writes

outputs and is only accessible to the outside if certain predefined conditions are

met.]’

Figure 27 shows the taxonomy of the Ethereum development ecosystem. There

are multiple languages to develop smart contracts in Ethereum. The Ethereum

community no longer supports low-level Lisp-like Language (LLL) and Serpent, and

their usage has almost diminished [72]. We developed our smart contracts in Solidity

as it is the most commonly used language in the Ethereum ecosystem [72]. Web3.py

[69], a python library was implemented to interact with Ethereum, its API derived

from the popular Web3.js Javascript API.

Ethereum found a virtual currency, called Ether, on a blockchain based proof-of-

work. Ethereum’s ledger is more general that Bitcoin’s ledger as it allows to store

Turing-complete programs in the form of EVM bytecode, and it enables transactions

as function calls into that code, with additional data in the form of arguments. These

programmable smart contracts can access non-volatile storage and log events which

are both recorded in the ledger [70].

The Ethereum Virtual Machine (EVM) is designed to serve as an isolated and sand-

boxed runtime environment for smart contracts based on Ethereum. As such, the

code that executes on the EVM will not have access to any resources external to the

virtual environment, this results in increased security, deterministic execution and

allows untrusted code to be run on the Ethereum blockchain [72].

EVM executes bytecode instructions to transform the system state from one state to

another. EVM is a Turing-complete machine; however, it is limited by the amount
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of gas that is required to run any instruction. Since the execution is gas-bound,

infinite loops which can result in denial of service attacks are not possible in the

network [72].

Figure 28 shows the smart contract workflow, from translating agreement into a

computational smart contract to deployment and invocation of the contract.

Figure 29 show an overview of the workflow of the Ethereum network. Once the

smart contract code is written, it is compiled into bytecode that is understandable

by the EVM using the Solidity compiler called solc. The EVM bytecode is then

deployed to the Ethereum network. The initiator of a transaction pays a fee for its

execution, measured in units of gas. The miner that manages to append a block

including the initiator’s transaction is rewarded a fee in Ether. Therefore, Ethereum

can be thought of as a distributed computing platform where anyone can run code

by paying for the associated gas charges [70].

Figure 27: A taxonomy of Ethereum development ecosystem components[72]
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Figure 28: Smart contract workflow from creation to deployment to execution

Figure 29: High level workflow overview in the Ethereum network [70]

46



3.5 Implementation

3.5.1 Architecture

Figure 30 shows the pipelined architecture of our program. The Mesa framework

consists of the various agents that interact with other agents and the environment.

The networking of agents, visualisation, and settable parameter modules are bundled

together and deployed to the browser for the modeller to interact with.

The following sections will briefly describe the steps taken and some of the modules

used to implement and integrate two major technologies: ABM and blockchain

technology.

3.5.2 Defining Agents and Interactions

First and foremost, we define agents behaviours, its goals and interactions with

other agents and the environment. The interaction is carried by interfacing with

blockchain based smart contracts on the Ethereum platform which is made possible

with Web3.py. Web3.py can read and write to the Ethereum blockchain, and interact

with smart contracts. Furthermore, we implemented the event listeners for each

agent in Web3.py as well.

3.5.3 Building the network

The UserSettableParameter module allows the modeller to set parameter to be in-

teractive. The Interface section will go into detail of the parameters that the user

can interact with to build the network. It is important that the model i.e the grid

network, is able to grow and shrink which can be done through interactive parame-

ters.

To build the network dynamically, we used networkx, which is a python package for

the creation, manipulation, and study of the structure, dynamics, and functions of

complex networks.

After the skeleton of the network is obtained, based on the number of agents that

the modeller can dynamically set through the user interface, we dynamically create

Ethereum accounts for each agent, then we establish smart contracts between agents
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and deploy them to the Ethereum network. After the accounts are created and smart

contracts deployed, each agent is dynamically placed into their respective nodes with

the NetworkGrid module in order to interact with other agents and the environment.

3.5.4 Scheduling Agents

Time in most ABM moves in ticks or more popularly called steps. At each step

of the model, one or more agents, usually all of them are activated and take their

own step, changing internally and possibly interacting with other agents and the

environment.

Mesa offers different schedulers to control the order in which agents are activated.

Based on the scheduler, all the agents may activate in the same order every step;

their order might be shuffled every steps or all the agents activate at the same

time. Our program made use of SimultaneousActivation scheduler to activate all of

the agents simultaneously. The activation regime may seem unimportant, however

scheduling patterns can have an impact on the results [43].

3.5.5 Data Analysis

It is important to collect data generated from the model to analyse the behaviour

of the model. Since one of the main goals of agent-based modelling is generating

data for analysis, we use DataCollector module which is able to store model-level

variables and agent-level variables at each step. The DataCollector can export the

data it has collected as a pandas DataFrame, for easy interactive analysis.

3.5.6 Visualisation

Building a model and analysing static data output of the model is not sufficient.

One of the advantages of ABMs is that we can often watch them run step by step,

potentially identifying emergent behaviours and patterns, or bugs or developing new

hypothesis, intuitions and insights. Other times, watching a model run can explain

it to an unfamiliar audience better than static data output.

The visualisation is done through a browser window, using JavaScript to draw the

network with NetworkModule at each step of the model. A small web server is
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launched, which runs the model and converts the model into JSON data and passes

it to the browser, which then draws it in the browser window.

Another element to the visualisation is the chart, with the help of ChartModule,

it will pull data from the model’s DataCollector and draw the different model-level

variables and agent-level variables at each step using Chart.js Javascript libraries.

Figure 30: Pipelined architecture of the program
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3.6 Interface

The user interface in this program are the interactive settable parameters as shown

in Figure 31. The decision to add dynamic parameter manipulation is because one

of the reasons we want to be able to observe a model execute is to conduct ad-

hoc experiments, for example, we want to get a better understanding of how the

model changes with different parameter values. Hard coding interested parameter

values are not the ideal approach as one would have to stop the simulation, edit the

parameter values in the code and relaunch the model every time.

In this model, the consumers have a one-to-one relationship with consumers within

its cluster(e.g. Neighbourhood Area Network(NAN)), and each consumer has a one

to one relationship with its supplier determined. The minimum number of consumers

per supplier can be set with Consumer per Supplier. parameter slider. The supplier

has a one-to-many relationship with generators which can be dynamically set with

Number of Generator parameter slider.

The Upstream Communication Frequency parameter in the user interface determines

how often consumers will request energy from their energy suppliers, this ties in with

the Consumer Activity Diagram(Figure 24), where the probability of interaction

between consumer and supplier is set by the probability p. In this case, probability

p is the Upstream Communication Frequency.

It may be the case the virus can propagate through consumers, infecting IoT devices

inside smart homes, transmitting manipulated/compromised data to smart meters.

The following are the parameters we choose to model a simple virus:

• Initial outbreak size: sets the number of initial infected node in a random

cluster.

• Virus Spread Chance: the probability of a malicious/infected node infecting

its neighbour within the cluster

• Virus Check Frequency : infected nodes are not immediately aware that they

are infected. Only every so often (determined by the virus check frequency

slider) do the nodes check whether they are infected by a virus. This might
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correspond to a regularly scheduled virus-scan procedure, or simply someone

noticing unusual behaviour of the system.

• Recovery Chance: the probability that a node can recover from the virus once

it is infected.

• Gain resistance: if a node recovers, there is a probability it will become resis-

tant to the virus in the future

Figure 31: User interface parameters

51



4 Case Study and Evaluation

We will now present three case studies in order of increasing system complexity and

evaluate the results of the interaction between the consumer, supplier and generator.

The nodes represents one of the three agents, namely consumer agent, supplier agent

and generator agent as shown in Figure 32. The biggest-sized nodes represent the

generators, the medium-sized nodes represent the suppliers, and the smallest-sized

nodes represent the consumer. In our program, one can hover over the nodes to get

more information about the agent.

Figure 32: Visual agent classification

The threat model introduced is a simple data tampering of consumer requests before

it is broadcasted to the network. In the case study, we assume, a virus can be spread

across consumer nodes causing data tampering of consumer requests. We expect for

the smart contracts to self-enforce its embedded rules. If the terms of contracts are

breached, an event is logged on the blockchain which will be read by the authorised

agent and the appropriate actions will be taken.

We will begin with a simple case study and work our way to a higher complexity

case study with multiple agent interactions and evaluate the results of supply and

generation.

The logic implemented behind our program allows scalability in the sense that based
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on the parameters set by the modeller, the network can dynamically adjust to the

parameters. Furthermore, Ethereum accounts can be dynamically created, commu-

nications can be dynamically established between agents and the respective smart

contracts can be deployed to the Ethereum network. However, for comprehensibil-

ity, we have kept it to a small number of agent interactions in this case study. We

utilise data from data.gov [75] buildings in this simulation.
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4.1 Case Study 0

Case study 0 consists of the interaction between one consumer agent, one supplier

agent and one generator agent. In this case study, no threats are present; this is

to demonstrate the regular interactions between stakeholders in a system with no

malicious usage.

Figure 33 shows the start state. All of the stakeholders in the system are susceptible

to viruses or other malicious effects. Since outbreak size is set to 0, the virus spread

chance, virus check frequency, recovery chance and gain resistance chance are not

in operation. The Upstream Communication Frequency is set to one and hence

whenever a consumer requires energy it will make a request to the supplier for

energy through the established smart contract between the consumer and supplier.
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Figure 33: Case Study 0 start state
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Figure 34 shows the progress of the interaction between consumer, supplier and

generator.

Figure 34: Case Study 0 execution state
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Figure 35 shows the result of Case study 0, it shows the energy requested by the

consumer and the energy supplied at each step. We can see from the graph that the

requests from the consumer at each step match with the energy generation by the

generator. This is because no terms of contracts are breached.

Figure 35: Result of Case Study 0
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4.2 Case Study 1

Case Study 1 consists of interaction between seven consumers, one supplier and one

generator. This case study will be partitioned into two. First, we will demonstrate

the interaction with no data tampering and then demonstrate the effects after data

tampering. The data tampering will take place with the simple threat model which

will introduce a simple virus which infects end users devices and tampers with the

requests.

4.2.1 No outbreak size

As we can see from Figure 36 the Initial Outbreak Size parameter is set to 0.

Figure 36: Case study 1 start state - no outbreak
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Figure 37 shows the progress of interactions with no outbreak.

Figure 37: Case study 1 execution state - no outbreak
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Figure 38 shows the result of the first section of Case Study 1 which was the simula-

tion with no virus outbreak. We can see that the consumer requests match the total

energy generation requested by the supplier, which is similar behaviour observed

from the result of case study 0.

Figure 38: Result of Case Study 1 - with no outbreak
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4.2.2 With outbreak size of 1

We will now randomly introduce a virus into the consumer cluster and evaluate the

behaviour of the network by setting the Initial Outbreak Size to one.

Figure 39 shows the introduction of the virus which randomly infects one of the

consumers within one the clusters.

Figure 39: Case Study 1 with outbreak - start state
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Figure 40 shows the virus spreading across the cluster, one of consumers becoming

resistant to the virus whereas other consumers are still susceptible to the virus.

Figure 40: Case Study 1 with outbreak - virus spreading
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Figure 41 shows the virus outbreak residing, with more nodes becoming resistant to

the virus.

Figure 41: Case Study 1 with outbreak - nodes becoming resistant

63



Figure 42 shows that the virus outbreak has resided, with all consumer nodes resis-

tant to the virus. From the chart module, we can see that when the nodes became

resistant, the generation and total consumer request matched at point 31.

Figure 42: Case Study 1 with outbreak - nodes resistant
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Figure 43 shows the result of the second part of case study 1. The graphs shows

total consumer request at each step and the energy supplied by generator. We can

see between steps 0 and 7 that the consumer request and energy generation do not

match, this is because the supplier will not accept requests that have breached terms

of contract and hence will not request energy from the generator for that consumer.

As the virus detected and removed in step 7, the consumer request, supply and

generation levels are back to normal.

Figure 43: Result of Case Study 1 - with outbreak size of 1
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4.3 Case Study 2

This case Study consists of interaction between multiple consumers(minimum four),

four suppliers and one generator. Similar to the second part of Case Study 1, we will

randomly introduce a virus into one of the clusters by setting the outbreak size to

one and now study the behaviour with multiple consumers and multiple suppliers.

Figure 44: Case Study 2 start state
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Figure 45 shows the progress of the virus, the majority of the nodes are infected, and

some of the nodes become resistant to the virus and are supplied with the requested

energy.

Figure 45: Case Study 2 progress
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Figure 46 shows the cluster becoming resistant to the virus at point 801, and the

total energy generation, the supplier request and consumer request matching.

Figure 46: Case Study 2 nodes becoming resistant
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Figure 47 shows the result of Case Study 2, showing the energy requests by consumer

and the total energy generation at each step.. We can see from Figure 47 that

between step 0 and 8, the request and generation do not match for the system as

there are contract breaches. From step 8 and onwards, the operation is back to

normal, this showcases similar behaviour to the second part of Case Study 1.

Figure 47: Result of Case Study 2
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5 Afterword

5.1 Operational Modelling

ABM does come with its weaknesses, the challenges are as follows. First, the dy-

namics of ABM in complex systems are usually very complicated that the modellers

themselves may not fully understand how the global behaviours emerge. This makes

it difficult to distinguish whether observed significant results are legitimate logical

implications of the assumptions that the modeller is interested in, or they are due

to errors in the design or implementation of the model. Second, ABM ignores the

interactions between agents and macro factors. Third, it is very detailed to simulate

over extended periods because of the large number of parameters and rules which

become difficult to identify and may require extensive analysis to determine the

prediction robustness. Nonetheless, ABM is an effective modelling method which

combines time and space dimension, emphasising spatial and social interactions be-

tween individuals and the environment.

When modelling a particular application domain we should not view ABM and

DES as strictly alternatives techniques but as complementary simulation techniques

which can model different components in an application domain. ABM prove to be

useful in simulating complex autonomous stakeholders in the system whereas DES

appears to be more suitable for issues concerned with the operational level, such as

distribution and transportation planning, routing and scheduling. With the ABM

approach, the agents can also include the processes and activities modelled by DES,

and thus the ABM can include all the logical components of a DES model in addition

to having other capabilities.

Future work for this project in terms of modelling would be as follows:

• A hybrid simulation approach consisting of DES simulators and ABM simula-

tors. DES could be used to model SCADA control systems in the power grid.

One can use a DES-type simulator for example with VSM methodology and

ARENA software to simulate the physical world (the objective states of ma-

terial objects), and agent simulators, which simulate the internal (subjective)

states of agents and their behaviours.
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• To extend the agents to be autonomous by integrating AI techniques, fuzzy

logic and Machine Learning programs which will result in global emergent

behaviours as explained in the Background section.

5.2 Cybersecurity

Currently, the development process of writing high performing and secure smart

contracts is a difficult task as it involves the application of unconventional program-

ming paradigms. A survey of possible attacks on Ethereum contracts was pub-

lished by Atzei et al. [86]. By following the best design practices, developers can

address the common security problems and mitigate typical attack scenarios [71].

Furthermore, analysis tools such as Oyenete [84] and ZEUS [85] for Ethereum and

Hyperledger Fabric platform may help in detecting vulnerability patterns in smart

contracts. Some claim the choice of Turing-complete languages is a limiting factor

in the verification process and that non-Turing complete, human-readable languages

may overcome this issue [86]. Research on the smart contract topic has only begun

in industry and academia, and more work is required on this topic.

Blockchain technologies will need to prove they can offer scalability, speed and se-

curity in physically entangled networks such as smart grids and smart cities. The

ongoing research efforts on distributed consensus mechanisms are crucial for achiev-

ing scalability, speed and security. Early adopters of blockchain technologies in the

energy sector may face the challenge of selecting the right consensus mechanism and

system architecture, without having a clear long-term picture of the advantages and

downsides that each approach has to offer.

Whether blockchain technology is viable as a cybersecurity mechanism in complex

systems such as the power grid will not only be determined by its technical capabil-

ities but will also depend on the regulatory and legal framework and the economic

viability of investments.

Introduction of blockchain technology to the smart grid space may raise privacy

concerns. Ensuring blockchain solution complies with legal privacy requirements

such as EU’s General Data Protection Regulation (GDPR) could become a challenge

in a decentralised solution such as blockchain compared to a conventional data
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store. To preserve privacy, we would require novel techniques of pseudonymising

data on the ledger (i.e. to make the information not traceable to individual users)

or permissioned ledgers(which has its limitations [87]) such as Hyperledger Fabric

[88] where access to data will be restricted to authorised entities.

Both, research and commercial bodies are currently pursuing blockchain innovation

in the energy sector. The work of Andoni et al. [74] shows that most projects in

the energy sectors space are in the early development phase, and research is still

ongoing on key improvement areas that would allow desired scalability, speed and

security. We still need additional research initiatives, projects and collaborations

to determine if the technology can reach its full potential and prove its commercial

and economic viability and if it can be adopted into the mainstream for securing

complex SoS.
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