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Sarcasm Detection on Twitter:

bolstering lexical features with contextual clues

Samuel Albanie, M.Sc.
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Supervisor: Alexander O’Connor

One of the consequences of the unabated growth of social media has been a surge in

the production of opinionated user-generated content. This data represents an immensely

valuable resource if meaningful insights and trends can be accurately extracted. One of

the challenges facing sentiment analysis, the field of research that addresses this task, is

the accurate detection of sarcasm, which flips the polarity of literally-interpreted senti-

ments. While previous research in this area has focused on the use of lexical feature-based

models to classify sarcasm, this research investigates the impact of using contextual fea-

tures to improve accuracy.

A thorough review is conducted into the literature and theory relating to sarcasm

detection and a corpus is generated using the Twitter API with a series of gathering and

filtering techniques. A study is then conducted into the ability of humans to detect sar-

casm and classifiers are trained to recognise sarcasm with a range of lexical and contextual

feature sets. Finally, an extensive evaluation of each set of classifiers demonstrates the

value of considering the contextual feature-based approach.
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Chapter 1

Introduction

1.1 Introduction

In this chapter, the motivation behind the research is introduced. The research objectives

for the thesis are identified, together with potential research challenges that may present

themselves in the undertaking of these objectives. Finally, a technical approach for the

research is proposed and an outline illustrating the structure of the document is provided.

1.2 Motivation

The growth of the internet over the past decade has been characterised by the emerging

dominance of social media as a platform for human interaction. As a consequence, the

dynamics of communication between producers and consumers of online content have

undergone a fundamental change. Now, more than ever before, anyone with basic access to

the internet can publish their thoughts and spread their ideas through online communities.

The result has been a surge in the creation of user-generated content and in particular,

an abundance of opinionated material online [1].

One of the primary driving forces behind this phenomenon has been a growth in the
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number of services that strive to lower the barrier to entry for ordinary users that wish to

produce content. Perhaps no medium has achieved this more effectively than the global

microblogging service Twitter 1. In one hundred and forty characters or less, it offers users

the chance to express their opinions to anyone who is prepared to follow along. Recent

statistics suggest that on average, 500 million tweets are produced a day by its diverse set

of users around the world [2]. As a result, Twitter data provides a vast source of publicly

available human interactions, covering a broad range of topics and geographical locations.

Whether it is assessing the impact of a political speech [3] or researching potential

market opportunities [4], an accurate understanding of how people feel about specific

issues is an incredibly valuable asset. There has therefore been a strong demand for tools

that can accurately extract useful insights and trends from this abundance of subjective

data created by services such as Twitter [5]. For this reason, the field of sentiment analysis,

which concerns itself with capturing the intended meaning of opinionated content, has

received considerable research interest [6]. In particular, concepts and ideas from the

fields of linguistics and statistics have been successfully applied to this problem, yielding

significant improvements in the performance and effectiveness of automated systems for

sentiment analysis.

Despite this progress, accurate detection of the literary device known as sarcasm re-

mains a difficult problem [7]. Broadly, a sarcastic utterance is one in which the intended

meaning differs from the literal meaning. For example, consider the following tweet:

I just love the new Samsung. It’s so, so fast. #TheSnailPhone

A näıve sentiment analysis system that isn’t capable of detecting sarcasm would in-

accurately classify this tweet as a positive affirmation of the speed of the phone. Any

1http://www.twitter.com
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tool that strives to effectively extract the meaning of a tweet therefore must be able to

accurately detect sarcasm.

Moreover, in order to operate successfully in a sentiment analysis environment, a

sarcasm detection system must be capable of not only recognising sarcasm, but of the

more difficult task of differentiating it from tweets that carry either a directly positive or

negative sentiment. Such positive and negative tweets are known as polar tweets. Polar

tweets form the most significant input for the tool and hold the most influence over the

outcome of the analysis.

So far, the most successful work in addressing this problem has focused largely on

statistical approaches in which the content of each tweet is considered as a bag-of-words [8].

Machine learning models are trained to associate a weighting to each word or combination

of words and then use this information to determine whether or not each new tweet

exposed to the model is sarcastic. This is commonly referred to as a lexical feature-based

approach.

In contrast, much of the work in linguistic theory relating to sarcasm supports the per-

spective that an approach built on contextual features, in which the context surrounding

the tweet is considered, should lead to better model performance [9]. There is therefore

an opportunity to construct a model that can leverage both the successful techniques of

statistical approaches together with concepts from established linguistic theory to improve

performance. This opportunity motivates the research question considered in this paper.
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1.3 Research Question

The aim of this thesis is to consider the problem of sarcasm detection in polar twitter

data and to investigate the performance impact of bolstering existing lexical feature-based

approaches with the use of contextual features.

1.4 Research Objectives

To address this research question, five specific research objectives have been defined:

1. To conduct a survey of existing approaches to sarcasm detection, together with an

overview of the underlying machine learning and linguistic theory.

2. To gather a corpus of reliably labelled tweets that can be used to train and accurately

evaluate the relative performance of different classifiers.

3. To provide a realistic benchmark for the difficulty of differentiating between sarcastic

and polar tweets by conducting a study in which humans perform the classifying

task on the dataset.

4. To design and build a range of machine learning models that utilize both purely

lexical features as well as models that leverage contextual features.

5. To conduct an evaluation of each approach, assess performance implications and

offer suggestions for potential future work.

1.5 Research Challenges

Alongside the objectives outlined above, there are also a number of significant research

challenges that are specific to this problem domain. These must be addressed for this

research to be conducted successfully:
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1. Sarcasm is an ambiguous concept. We must develop a definition which can be used

consistently throughout the research. Moreover, we must overcome the challenge of

constructing a corpus containing tweets that accurately conform to this definition.

2. The corpus will be gathered from the twitter API, a service that offers public access

to tweets made in the public domain. There is therefore the potential for noisy

tweets generated by spammers to pollute the dataset. Such tweets must be filtered

from the final corpus.

3. While the tweets are gathered from a public service, there are ethical implications to

storing large quantities of user data. In particular, opinions expressed by users must

be handled in a respectful manner and any personally identifying content present

in the tweets should be used responsibly.

4. Contextual features are typically far more difficult to obtain than lexical features,

which are readily available in the tweets themselves. An approach must be developed

to extract contextual features from the corpus of tweets.

1.6 Brief Technical Approach

To address the research objectives outlined above, fundamental machine learning con-

cepts and linguistic theory are surveyed alongside relevant research in these areas. This

investigation highlights the importance of generating a high quality corpus and leads to

the development of a set of filtering techniques which are then applied to the raw data

gathered from the Twitter API. A study to investigate human performance on the classi-

fication task is then conducted on the corpus, before classifiers are trained on the dataset

using a range of lexical and contextual features. Finally, a comparison of the performance

of each classifier is conducted, together with an analysis of the results.

5



1.7 Thesis Outline

A survey and analysis of the relevant theory and related work is given in Chapter Two,

together with an explanation as to how this work influences the decisions taken while

performing the research. Chapter Three converts these decisions into engineering require-

ments and a design for the project. The key details of the implementation are discussed

in Chapter Four. Chapter Five contains a discussion of the evaluation of the research

together with significant datasets. Finally, in Chapter Six, conclusions are drawn about

the research, a summary of the research contribution of the thesis is provided and possible

extensions and future work are discussed.
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Chapter 2

State of the art

In this chapter, the background for the research is investigated. To further elucidate the

motivation behind the research, the potential implications of improved sarcasm detection

are discussed in detail. Next we give a brief summary of the microblogging service Twitter,

offer justification for its use as a source for corpus generation and give an overview of the

unique challenges presented by working with the platform. The field of machine learning

is then introduced, together with a discussion of the core concepts and principles and an

evaluation of the statistical techniques that are relevant to the investigation. Following

this, we consider sarcasm from a linguistic perspective, laying the foundations for the

framework in which we will base our machine learning algorithms. Finally, we review

the research that is research most closely related to ours from the field of computational

sarcasm detection in the context of our research question.

2.1 Background

Few technology trends of the past decade have been more prominent than the rise of Big

Data. Driven by the availability of cheap magnetic storage on a previously unprecedented

scale [10], this abundance of data represents a enormously valuable resource if meaningful

information can be accurately extracted. Data mining (the field of analytics that deals
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with this task) has received considerable attention particularly in the field of sentiment

analysis which seeks to extract and classify subjective content. The application of power-

ful statistical processes to traditional natural language processing techniques has yielded

interesting results in many areas, ranging from modelling social power relationships [11]

using a volume of data, to suicide note classification [12] on a very small dataset. How-

ever, the recognition and classification of humour, and in particular sarcasm, remains

a challenging problem and indeed it is one that forms the perfect test platform for an

advanced level of understanding by a computer [13].

Our research seeks to address the problem of automated sarcasm detection on the

social media platform Twitter. Sarcasm has long been considered an interesting problem

in linguistics, but correct identification of its presence also represents an opportunity to

achieve accuracy gains in the field of sentiment analysis. Since 2001, sentiment analysis,

a field of Natural Language Processing that concerns itself with determining the polarity

of subjective content, has seen considerable research interest. This interest has been pri-

marily motivated by its potentially valuable commercial applications. As demonstrated

by [14], the impact of online reviews on product purchase is substantial. Targeted senti-

ment analysis allows a company or organization to maximize their responsiveness to such

reviews by facilitating an assessment of their online reputation based on the evidence of so-

cial interactions. Moreover, accurate sentiment analysis allows a corporation to gauge the

effectiveness of an advertising campaign or to test the potential of a market opportunity,

both valuable strategic abilities. From a scientific perspective, it has enabled researchers

to examine human responses to social phenomenon on a global scale [15]. Given these

potential benefits, Twitter has naturally attracted both corporate and academic atten-

tion for conducting sentiment analysis as one of the largest and most diverse social media

platforms.
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2.1.1 The Twitter Microblogging Service

The concept behind Twitter is elegantly simple. A user can publish a message, known

as a tweet, to anyone who is prepared to listen to them (a follower). The tweet can be

up to 140 characters in length and there are no restrictions on the lexical ordering of the

message. The user may tag their tweet with the use of a hashtag and they may target

their message at a particular user with the use of an ampersat (@user) providing some

meta data to their content. A full description of tweet functionality can be found at the

Twitter field guide [16]. The simplicity of a tweet lowers the time cost and thought burden

for the user and is one of the driving factors behind Twitter’s phenomenal growth since

its inception in 2006 [17].

Collectively, there are over 200 million active users of Twitter [18] and since only 11%

have protected accounts [19], the vast majority of the resulting tweets are in the public

domain. The release of the Twitter API has made this enormous source of user-generated

content accessible (in varying degrees) to both businesses and scientific researchers.

In a commercial context, Twitter offers an opportunity for consumers to express their

feelings and experiences associated with a brand and its products. Since there is a com-

petitive advantage to be gained by an accurate understanding of the needs of clients,

many companies invest in technology that allow them to extract this valuable informa-

tion from the data. As the scale of Twitter and other sources of user-generated content

grew, there was a need for tools that would enable corporations to rapidly analyze and

make sense of subjective consumer data in vast quantities. The publication of the influ-

ential MapReduce paper [20] and the release of the open source implementation Hadoop

laid the foundations for such tools, allowing businesses to make the most of this abundant
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data and facilitating a better informed business strategy.

Alongside commercially significant scientific studies into sentiment analysis (such as

[21] regarding politics and [22] on socio-economics), interest in Twitter as a research

platform has also developed in many other disciplines. It has been used to investigate

such areas as internet-based information credibility [23], online education [24] and the

rapid spread of news in the context of natural disasters [25]. The diverse nature of these

studies reflect the depth and breadth of the data generated by the service. Moreover, the

content is primarily subjective and often humorous, lending itself as a natural source for

corpus generation for an investigation into sarcasm detection.

There are however, significant challenges associated with working with the unique

structure of Twitter data. Firstly, the brevity of tweets presents a serious challenge for

accurate data mining techniques [26]. Traditional bag-of-words approaches to data mining

view text as an unordered collection of words and rely on frequency analysis of individual

terms to give meaning to the data. With tweets, not only is there less content to work with

to extract meaning, but the character limitation often leads users to use abbreviations and

create new words to save characters, presenting further difficulties for such techniques [27].

To address these challenges we draw on the well-established techniques in the research

field of machine learning.

2.1.2 Machine Learning

The discipline of machine learning sets its sights on the ambitious goal of creating com-

puter programs that are able to learn. To give an indication of the meaning of the word

10



learn in this context, the following definition is useful [28]:

A computer program is said to learn from experience E with respect to some class of

task T and performance measure P, if its performance at tasks in T, as measured by P,

improves with experience E.

It is a broad field that finds its origins in the work of Alan Turing when he first

considered the question of whether or not a computer could think, introducing the Turing

Test in his influential paper [29] in 1950. Perhaps the first true instance of a machine

learning program was a checkers playing program published in 1959 by Arthur Samuel

[30], which he demonstrated was able to improve as it encountered more opponents.

From such beginnings it has now grown into a research area that blends with numerous

others: artificial intelligence, evolutionary modelling, control theory, neuroscience and

perhaps most heavily, statistics. We offer an overview of the basic concepts and statistical

techniques used in machine learning and demonstrate how these may be applied to our

system for detecting instances of sarcasm.

2.1.2.1 Core Concepts

Working from the definition outlined above, a machine learning problem may be decom-

posed into three parts as follows. Firstly, the task to be addressed by the system must be

identified and defined. In our case, the task is to classify instances of sarcasm among a

collection of polar tweets. Secondly, there must be some collected set of training examples

which form the experience by which the system can learn. This will be achieved by gener-

ating a corpus via the Twitter API. Thirdly, the problem must have performance metrics

with which the system may be evaluated. In this study we will measure the performance

of our system against a constructed gold standard using a number of metrics, discussed

11



in detail in section 2.1.2.3.

In order to give a more formal structure to our task, we introduce some terminology

to allow us to address the problem:

Suppose that we have collected a dataset, where each record has n components. We

may write each record as a vector,

x = (x1, x2, ..., xn) (2.1)

which we refer to as an instance. Each component xi is known as a feature. There are,

broadly speaking, four types of problem that may be addressed using machine learning

techniques [31].

The first is referred to as classification. It takes a dataset of classified instances, that

is, instances which have already been assigned to specific categories, and uses these as a

training set for an algorithm that can deduce a way to classify previously unseen instances.

The second is numeric prediction, which similarly works on training data, but which

seeks a numerical value instead of a categorical class value for each instance. Association

learning forms the third type of problem. In such cases, the goal is to discover significant

associations between different features and uncover structure that may be hidden in the

data. The fourth is known as clustering, the aim of which is to partition the instances

into useful categories. Useful in this sense, can be difficult to define precisely and this

approach often involves some subjective evaluation.

All of the approaches outlined above remain subject to the familiar limitations of

statistics. Care must be taken to avoid overfitting the classifier to the training datasets

and any algorithm selected for carrying out an approach should be appropriately robust
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to the noise that invariably exists in the data. We provide a brief overview of some of the

supervised learning algorithms that have demonstrated themselves to be effective research

tools in this field.

2.1.2.2 Supervised Learning Algorithms

To illustrate in a formal sense the specific purpose of the algorithms, we suppose that

there exists an unknown function f(x) that correctly classifies or assigns the numerical

outcome to each instance. Our aim is to determine this function, to which end we define

a new function h(x), referred to as the hypothesis, that we aim to match to f(x). For

classification, we refer to h(x) as a classifier and for numeric prediction, as an estimator.

Thus the purpose of the supervised learning algorithm is to fit h(x) to the values taken

by f(x) on the training set such that it can be used as accurately as possible to estimate

the values of f(x) for new data. There are a large number of alternatives which have been

designed for this task, and each performs well under different circumstances.

2.1.2.2.1 Näıve Bayes Classifier

Based on the Bayesian theorem, this probabilistic classifier works on the (often unreal-

istic) assumption of the independence of features, hence the term näıve. Despite this, it

often performs very well at real-world classification problems. Indeed, research has been

conducted as to why it performs better than expected on complex problems given its

simplistic assumptions [32]. These assumptions make it naturally resistant to overfitting

and it performs particularly well as a classifier on datasets with many features. It is also

computationally efficient - the training of the algorithm is linear in both the number of

features and the number of instances [33]. However, despite these positives, it is often

outperformed by other algorithms on data where feature dependence is prevalent. More-

over, although it works well on small datasets, performance does not scale with larger

training sets as effectively as other algorithms.
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2.1.2.2.2 Logistic Regression

Used to classify an instance into one of (typically) two categories, this classifier does

not assume a linear relationship between the features and the target class. It operates

through a combination of linear regression together with a transformation through the

logistic function. It has proved to be a mainstay of statistical analysis, particularly in

medical and social science research primarily for its robustness in dealing with data that

does not fit with even statistical assumptions. Its primary weaknesses are its sensitivity

to overfitting [34] and that the classifier requires a large sample size to stabilize.

2.1.2.2.3 Support Vector Machines

Support Vector Machines (SVM) use a linear model referred to as a maximum margin

hyperplane to find the greatest separation between classes. This hyperplane is uniquely

defined by minimizing the total distance (the margin) to the support vectors, the instances

in the transformed space that are closest to it, illustrated in Figure 2.1 below:

Figure 2.1: Support Vector Machines

Since these support vectors in some sense represent the training set, the algorithm

is less vulnerable to overfitting, a problem caused by excessive flexibility in the deci-

sion plane. Support Vector Machines can resolve the problem of dealing with nonlinear
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boundaries by transforming the instance space using a nonlinear transformation, a process

referred to as the kernel mapping technique. In the transformed space, a linear model can

be constructed that corresponds to a nonlinear model in the original instance space. Al-

though this transformation would appear to introduce a great number of new dimensions

to the problem, SVM functions only depend on the training and test data through the

kernel mapping, which is typically far less complex. Even in the nonlinear case they are

therefore able to avoid the curse of dimensionality excessive parameters which lead to

overfitting and intractable complexity [35].

Although these are perhaps the three most popular choices, there are many other

alternatives. A thorough review of machine learning algorithms for text classification is

given in [36]. However, as suggested by the No Free Lunch theorem [37], there is no

algorithm that exhibits superior performance across every environment. At the outset of

an experiment it is difficult to ascertain which algorithm will produce the best results. It

is therefore useful to perform classification tasks with multiple algorithms in order to be

in a position to select the specific algorithm that maximizes performance. This is further

supported by an extensive empirical study in [38] that evaluated the performance of many

of the most popular supervised learning algorithms using eleven different performance

metrics and found that the optimal selection varied depending on the conditions of the

learning. In light of this evidence, we propose to adopt such an approach to our machine

learning tasks, utilizing each of the three algorithms mentioned above.

2.1.2.3 Evaluation Metrics

A critical choice in the comparison of different machine learning techniques is the selection

of metrics that will be used to evaluate each model. Different metrics lend significance

to different properties of a classifier and characteristics of the dataset. It is therefore

important to use metrics that are suitable for the dataset in question and that facilitate
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a comparison of the classifiers from the perspective that is of most significance to the

research. Each metric can be defined in terms of the confusion matrix for the classifier,

which provides a visualization of the complete performance of a classifier, as demonstrated

in Figure 2.2:

Figure 2.2: A confusion matrix for two-way classification

2.1.2.3.1 Accuracy

Accuracy can be defined simply as the fraction of classifications that are correct. Thus in

the terminology used above, we may write [39]:

Accuracy =
tp+ tn

tp+ fp+ fn+ tn
(2.2)

It is a useful performance measure for providing an indication of the overall perfor-

mance of the classifier, but it has the disadvantage of skewed weighting when used on

an unbalanced dataset - the outcome is skewed in favour of the dominant class. For this

reason two other metrics, precision and recall, are also used.

2.1.2.3.2 Precision

Precision is a measure of the ratio of instances that were classifed as positive that are

truly positive. It indicates how effectively the classifier is performing on a specific class,

irrespective of any skew in the dataset:
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Precision =
tp

tp+ fp
(2.3)

It is therefore of greatest utility when one class holds more significance than others.

However, it takes no account of the false negatives generated by the classifier. To address

this shortcoming, it is often used in conjunction with recall.

2.1.2.3.3 Recall

Recall is a measure of the ratio of relevant instances that were retrieved for a specific

class. It forms the natural complement to precision - together they give an overview of

performance on a specific class:

Recall =
tp

tp+ fn
(2.4)

The classifier can be tuned to favour precision by cautiously only classifying instances

as positive in cases where there is very strong evidence in favour of a positive classification.

However, this will naturally lead to a very poor recall. In contrast, a classifier may classify

every class as positive, obtaining a perfect recall score but very poor precision. It follows

that a balance is needed between these two measures and one metric that is widely used

to achieve this balance is F-measure.

2.1.2.3.3 F-measure

The trade-off between precision and recall can be selected by combining them with the

F-measure, which is calculated as the weighted harmonic mean of precision and recall

[39]:
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F-measure =
(β2 + 1)Precision.Recall

β2.P recision+Recall
(2.5)

where

β =
1− α
α

, α ∈ (0, 1] and hence β2 ∈ [0,∞) (2.6)

In order to create a balanced weighting, setting β = 1 yields the default balanced

F-measure, more commonly known as F1-score. Equation (2.5) may then be rewritten as:

F1-score =
2.P recision

Precision+Recall
(2.7)

Adjustment of the weighting parameters can give greater significance to either precision

or recall which can be particularly useful in Information Retrieval tasks. However, for

machine learning tasks on relatively balanced datasets, both are of equal interest and so

the balanced F-measure is therefore the most appropriate.

There are also many other metrics available, each with different strengths and weak-

nesses (a detailed analysis is given in [40]). Among all of these, the four metrics outlined

above were selected for two primary reasons. Most importantly, when used together they

offer a strong overview of the performance characteristics of a classifier. Additionally, these

metrics are ubiquitous amongst the literature, which allows any evaluation performed in

this resarch to be compared against previous work.

After considering some of the basic concepts of machine learning, it is instructive to

review the machine learning research that has been conducted on the Twitter platform.
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Much of this work has been performed under the field of sentiment analysis, which seeks

to classify the polarity (i.e. positive, negative or neutral) of user-generated content. We

shall focus our attention on supervised learning algorithms which have received the most

attention in both sentiment analysis and humour recognition. First, however, we review

the literature on irony in linguistics to give us a solid basis of understanding of the target

that our machine learning system will be trained for.

2.1.3 Linguistic Foundations

Automated humour detection is a field that remains very much in its infancy, particularly

for the detection of sarcastic content. Sarcasm may be considered under the broader

concept of irony. To build a system capable of performing this task effectively requires a

solid grounding in the established theory of irony that has been developed in the field of

linguistics. Before delving into this theory, it is worth reflecting on the delicate issue of

definitions.

2.1.3.1 Definitions

Irony is a concept that is notoriously challenging to define. Renowned critic and author

of The Compass of Irony, D.C Muecke, made the following humorous comment on the

futility of such a task [41]:

Since Erich Heller, in his ‘Ironic German’, has already quite adequately not defined

irony, there would be little point in not defining it all over again.

Even for the narrower concept of sarcasm there are a great number of definitions

([42] gives a detailed discussion of the linguistic concepts and challenges associated with

constructing such definitions). Unlike irony, a term that can cover a range of concepts,
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many people have a strong intuitive idea as to what constitutes sarcasm. However, there

are regional variations that occur in the interpretation of this concept. These variations

can occur even within the same country as demonstrated in [43]. We propose to address

this issue in manner proposed in [44]: instead of working to a rigid definition, we will

leave the concept undefined. When constructing our gold standard, the only definition of

sarcasm that we consider important is that held by the author of the tweet. Moreover,

when conducting our human annotator study to assess the difficulty of sarcasm detection,

we will allow each participant to work according to their own understanding of sarcasm.

In this way we propose to incorporate a degree of flexibility into our research that will

allow us to take account of the regional variations in sarcasm that will inevitably occur in

a corpus generated from a global service like Twitter. This is discussed in further detail

in the design, covered in Chapter Three.

2.1.3.2 The Theory Of Irony

Much of the research on irony in linguistics has its foundations in the Theory of Conver-

sational Implicature, developed in the subfield of pragmatics in 1975 by the philosopher

of language Paul Grice. Pragmatics is the research area that seeks to understand how

context contributes to meaning in language. Grice introduced the theory that participants

in a conversation both contribute under a shared understanding that there is a standard

manner in which to communicate, which he refers to as the cooperative principle [45]:

Make your conversational contribution such as is required, at the stage at which it

occurs, by the accepted purpose or direction of the talk exchange in which you are engaged.

To clarify this concept, he divided this principle into four maxims, now referred to as

The Gricean Maxims, as follows:

MAXIM OF QUALITY: Try to make your contribution one that is true: (1) Do
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not say what you believe to be false. (2) Do not say that for which you lack adequate

evidence.

MAXIM OF QUANTITY: (1) Make your contribution as informative as is re-

quired for the current purposes of the exchange. (2) Do not make your contribution more

informative than is required.

MAXIM OF RELEVANCE: Make your contribution relevant.

MAXIM OF MANNER: (1) Be perspicuous. (2) Avoid obscurity of expression.

(3) Avoid ambiguity. (4) Be brief (avoid unnecessary prolixity). (5) Be orderly.

The core idea is that if both the conversation participants are aware of these maxims

then when a maxim is flouted by a speaker, the addressee is able to interpret the implied

meaning. According to Brown and Levinson in their work on Politeness Theory [46],

irony can be interpreted in terms of the Gricean Maxims as a violation of the maxim

of quality. This view is supported by much of the subsequent literature, although [47]

contends that irony may also result from violation of the other three maxims under specific

circumstances.

Building on these theories, perhaps the most in-depth analysis of sarcasm (commonly

referred to as verbal irony in the literature) is offered in [48], which proposes a new implicit

display theory for distinguishing verbally ironic utterances. It identifies shortcomings in

the previous approaches, such as an inability to comprehend understatement as verbal

irony. The main contribution of the theory is to recognize that ironic language presupposes

an ironic environment, described as a certain situational setting in the discourse context.

This concept is distinct from the idea of situational irony, which refers to a different type

of irony. The principle of the ironic environment motivates the techniques we employ
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in our system. In particular for Twitter, we note the significance of context and shared

understanding between the author of a tweet and its intended audience when sarcasm is

employed.

2.2 Related Work

We propose to review the related work in the following manner. Firstly we examine the

research that has been conducted into computational humour and in particular, humour

recognition. Next, we consider work that has been performed using machine learning

techniques on the Twitter platform and more generally on subjective content. Finally

we evaluate the research that has been carried out on systems for the specific purpose of

sarcasm detection.

Early work in computational humour was designed to construct a model of a par-

ticular form of linguistic humour, short pun-like sentences known as Tom Swifties [49].

One example of such humour is ‘I like pizza’, Tom said crustily. To achieve this, the

authors performed a careful linguistic analysis of all potential forms of the joke structure

before designing a set of rules that were used by a computer to successfully generate new

instances. Their research is grounded in linguistic theory, particularly the use of mor-

phological malrules (morphological extensions that are not intended eg. gin/gingerly)

from previous models of natural language. It therefore represents a semantic approach to

humour modelling.

Following this, a formal model of a subtype of humour together with an implementa-

tion called JAPE was produced to create punning riddles [50], [51]. The model was built

on syntactic and semantic structures, and evaluation of the performance of the implemen-

tation demonstrated the effectiveness of the model. The author notes that pun generation
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requires less knowledge than pun comprehension - an indication as to why early work did

not focus on humour recognition. To effectively apply such an approach to our work in

the detection of sarcasm would require a very large dataset for the training of the system.

We therefore do not adopt this style of matching at a structural level.

Some of the first work on humour detection was performed in [52] which proposed a

system for detecting a restricted form of humour, knock-knock jokes. The authors followed

a statistical approach based on collecting a set of N-grams from a carefully selected corpus

of 195 jokes. The system is designed to validate the format of the joke, generate wordplay

sequences and then test to see if a generated sequence appears in the joke being tested.

They train their system on one third of their corpus and evaluate it on the remaining two

thirds. While reasonable at detecting wordplay, the system ultimately performs poorly

at recognizing jokes on the test set. Various possible reasons for this exist, but given

that the effectiveness of the system is highly dependent on the input data, we note the

significance of using a sufficiently large corpus to train humour recognition system.

More recent work [53] considered the identifying features that would facilitate the sep-

aration of humorous from non-humorous content, focusing their attention on one-liners

and satirical news articles. To avoid the potential issues caused by too small a corpus,

the authors collected 1,125 articles and used a web-based bootstrapping method to ex-

pand a small number of manually selected seeds into a dataset of 16,000 one-liners. They

conducted their investigation using both Näıve Bayes and Support Vector Machines for

text classification. They were able to detect humorous news articles with an accuracy of

96.8% with SVMs (compared to 88.0% for Näıve Bayes). As one might expect, with less

content available, they were less effective with one-liners, although here Näıve Bayes nar-

rowly outperforms SVMs (NB 79.69%, SVMs - 79.23%). This highlights the significance

of using multiple algorithms for the classification task, particularly with tweets which

contain very limited content. The authors determine that the most significant features
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that indicate humour are human centredness (references to human-related scenarios) and

negative polarity. Furthermore, they suggest that it is unwise to construct a model that

searches for one defining indicator of humour, rather, following the linguistic analysis in

[54], that in each instance there are a number of significant concepts involved. This re-

search emphasizes the importance of an open approach to sarcasm detection, in which

incremental experimentation with different features and algorithms is more apt to lead

to a strong performance than a technique based strictly on preconceptions about what

constitutes sarcasm.

The polarity of a sentiment (whether it is positive, negative or neutral) is a crucial

feature for humour detection and therefore correctly ascertaining the contextual polarity of

terms in subjective content forms a critical component of a number of pieces of research.

Contextual polarity refers to the polarity of a word when considered in its context, as

opposed to prior polarity, when it stands alone. In [55] the authors develop an approach

for identification of contextual polarity at the phrase level. They first produce a gold

standard based on human annotated phrases. Next, they generate a lexicon, starting

with over 8,000 subjectivity clues and expanding this with a dictionary and thesaurus

and then tagging the prior polarity of these terms. The BoosTexter AdaBoost machine

learning algorithm [56] was then implemented in two experiments, each time performing

10-fold cross-validation. Firstly, it was used to classify instances as contextually neutral

or polar, and secondly, to assert the positive or negative polarity of those instances that

were not neutral. They compared the performance of the classifier when using (i) just

prior polarity (ii) a small feature set of word and modification features (iii) a complex

feature set that also contained sentence and structure features, for both experiments. In

both tasks the larger feature set performed best managing an accuracy of 75.9% for

neutral-polar classification and 65.7% for polarity classification. This research suggests

that contextual polarity is a complex phenomenon that must be tackled with sophisticated

feature sets. However, we note that while a feature set must have the ability to express the

24



complexities of the classification target, a focus on expanding the feature set brings with

it a tendency towards models that do not generalize well. Therefore there is an important

balance to be struck when comparing potential features for the supervised algorithms to

be implemented.

Sentiment analysis on the Twitter platform has been investigated by several authors,

many using feature engineering, such as in the previous paper. To achieve improved clas-

sification performance over this approach, semantic features are included into the model

using interpolation in [57]. The authors introduce abstract concepts for entities and com-

pare the use of these to part-of-speech tags and microblogging features as well as sentiment

topic features. Three datasets are used, the largest of which contains 60,000 tweets and a

baseline Näıve Bayes classifier is trained from unigrams into which they incorporate their

new semantic features. The classifiers perform differently on each dataset, with semantic

features proving most effective on the largest dataset and sentiment topic features offering

better results on the others. This may be an indication that the semantic features are

most useful in a broader topic space. The authors also make a useful observation about

stopwords - short words that are commonly removed in the data cleaning process such

as ‘the’ and ‘and’. They find that they achieve 3.2% better accuracy when leaving the

stopwords in their dataset. This again emphasizes the need for experimentation with

different features when training the models. Various other machine learning approaches

using novel feature sets have also been attempted for the purposes of sentiment analysis

- [6] offers a thorough review of the field.

The use of pragmatics offers another potential tool for verbal irony detection. In par-

ticular, the presence of emoticons in tweets can often be indicative of polarity. Although

there is some debate as to how significant the impact of emoticons are on the meaning

of the message [58], it is shown in [59] that emoticons can serve as a non-verbal sur-

rogate for facial behavior, and thus hold real potential for sarcasm detection. In [60],
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sarcasm recognition was investigated for spoken systems. Although some features (such

as prosody and spectral voice analysis) are not relevant for Twitter-based analysis, they

provide further research into contextual features and produce a system that can discern

sarcasm as effectively as a human, focusing on the use of the phrase ‘Yeah right’. They

categorize the context of the use of this phrase as one of four types of speech acts and tag

certain objective cues: laughter, question/answer (the phrase was used in a question or

answer), start/end (the phrase appeared at the start or end of a statement), pause (the

phrase appeared before or after a pause) and gender (whether the speaker was male or

female). The contextual feature-based classifier outperformed the spectral and prosodic

classifiers, supporting the view held in previous work and emphasized by the linguistic

theory, namely that context is critical.

Attempts to detect verbal irony in user-generated content have taken a number of

different directions. In [61], the authors note that the most useful application of a sarcasm

recognition system is to improve the performance of polarity interpreters which, although

often very good at identifying negative opinion [62], often perform poorly at detecting

positive opinion which is more regularly affected by irony. They therefore investigate

cases where a term or expression with a positive prior polarity is figuratively used to

express a negative opinion (the study is carried out in their native language, Portuguese).

Only eight simple linguistic patterns were used to detect sarcasm which proved to be

very restrictive. As a result their coverage was extremely low resulting in a very poor

recall, although some patterns achieved high precision. They found that the most effective

patterns were those that involved quotation marks and indications of laughter (such as

lol and positive emoticons). These are insights that can be incorporated into our model

to improve accuracy.

The influence of lexical features is investigated in [44], who note that these have been

largely ignored in favour of pragmatic features in the literature. The authors suggest
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that lexical features will be much easier for a computer to evaluate effectively and might

therefore lead to a better system. However, although they achieve some success with some

specific terms such as ‘gee’ and ‘gosh’, they find via linear regression analysis that the

variance due to lexical factors is just 5% which supports the perspective that pragmatics

are considerably more important for such systems.

Perhaps the most extensive verbal irony detection system to date was constructed in

[63]. The authors achieve good results on both a Twitter dataset of 6.9 million tweets

and a set of 66000 Amazon product reviews. A semi-supervised SASI algorithm based

on the k-nearest neighbour strategy is used as a classifier. They first extract features

based on pattern matching and punctuation and then use a data enrichment strategy

for their training sets. They compare the classifications of their algorithm to those of

human workers provided by the Amazon Mechanical Turk service and obtain a remark-

able accuracy of 0.947 and a recall of 0.756. However, we note that even when using

only the non-enriched punctuation related features they still have an accuracy of 0.821,

exceptionally high in comparison to similar previous work. This may, in part, result from

the manner in which they construct their first gold standard. Firstly, as pointed out in

previous studies, humans who are not the authors of the content may not perform any

better than a machine learning algorithm ( also found in [60] for spoken content) which

would result in this gold standard inaccurately classifying significant numbers of sarcastic

tweets. Moreover, to qualify as sarcastic for this standard, a tweet must achieve a certain

level inter-annotator agreement . It could be that this only allows tweets that are most

obvious in their sarcasm to be considered, which would explain the exceptional perfor-

mance of the SASI algorithm. Following this study, they also test out the algorithm on a

set of tweets that contained a sarcasm hashtag, then removed the tag. On this dataset,

the algorithm does not perform nearly as well, still achieving reasonable accuracy of 0.727

but recall of only 0.436. There are several potential reasons for this. The first, as pointed

out by the authors, is that by using a sarcasm hashtag, the author may feel that there is

27



less need to put sarcastic clues in their tweet. The other possibility is that these figures

give a more realistic assessment of their approach and that the first gold standard leads

to too generous a performance figure.

Finally, the work that most closely relates to our research objectives was performed

in [8], in which the authors take on the more challenging task of differentiating sarcastic

tweets from those that are directly positive or negative, known as polar tweets. They use

basic pragmatic and lexical features for their approach and compare the use of Logistic

Regression and SVMs on a dataset of 900 tweets. Their first approach was to experiment

with differentiating between positive, negative and sarcastic tweets based on their lexical

features. The best accuracy achieved by the system was poor - 0.5722, though it per-

formed marginally better when differentiating between just two of these categories. They

then undertook the same task with human judges who did not perform much better -

0.6259 average accuracy for three-way classification, indicating the difficulty of the task.

Following this they performed a second experiment with a smaller dataset of 50 sarcas-

tic and 50 non-sarcastic tweets, all of which contained emoticons. Both the algorithmic

classifier (0.71 accuracy) and the human judges (on average 0.73) performed much better

at this task, again demonstrating that at least under these circumstances, pragmatics are

more valuable than lexical features for classification.

Given that the most valuable potential application of a system capable of detecting

sarcasm would be as an accuracy enhancing accompaniment to a sentiment analysis tool,

the final paper in our review offers the most interesting direction for investigation. Firstly,

there is clearly much room for improvement with regards to the accuracy of a classifier.

Moreover we believe that the evidence presented in the previous research indicates that

this improvement may be found by more sophisticated modelling and incorporation of
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context alongside lexical features.

It is therefore proposed to develop such a system for the detection of verbal irony on

Twitter. Drawing together the lessons from the surveyed research, it is planned to collect

a significantly larger corpus of tweets in which to train a system. The algorithms that

have shown the best results in different instances in the literature are the Näıve Bayes,

Logistic Regression and Support Vector Machine classifiers, so each of these will therefore

be used. Given the repeated indication of the significance of context, not only individual

tweets, but also the replies associated with each tweet will be collected. This will facilitate

the analysis of Twitter conversations in which there is, by assumption, a degree of shared

understanding and context between the author of the reply and the original tweeter, a

technique that has not yet been considered in the literature. This approach will enable

the exploitation of the features that take advantage of the ironic environment defined in

the linguistic theory.

2.3 Summary

In this chapter, the background and state-of-the-art for the research question were dis-

cussed. We started by considering Twitter and its suitability as a source for corpus

generation, contrasting the advantages of using such a popular and diverse resource for

subjective content against the difficulties caused by the limited length of a tweet. This

was followed by an overview of the core concepts and evaluation metrics of machine learn-

ing together with relevant algorithms for the task of text classification. It became clear

that any effective approach to the learning task proposed in the research must incorporate

multiple algorithms and a sufficiently expressive feature set. The foundations of linguistic

theory relating to our research were then investigated, focusing on the constructs for irony
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as a whole and the definition issues that surround work with sarcasm.

The previous work relating to computational humour and verbal irony recognition was

then reviewed from the perspective of a sarcasm detection system. We then considered

the work most closely relating to the research question outlined in Chapter One, focusing

specifically on the Twitter platform and the approaches used to label the corpus and

create a gold standard. Finally, conclusions were drawn from the findings of the review,

laying the foundations for the design decisions covered in the next chapter.
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Chapter 3

Design

The purpose of this chapter is to provide a detailed description of the design decisions for

the research, building on the foundations of the related work reviewed in Chapter Two.

Firstly, a set of requirements are gathered to ensure that each of the research objectives

and challenges outlined in Chapter One are met. This is followed by a description of the

design solution and a discussion of the implications of the decisions made in the design

process.

3.1 Requirements Engineering

Due to the diverse range of research objectives and challenges, the requirements are con-

sidered in sets relating to specific aims. The first set of requirements relate to the process

of corpus generation, summarized by the research objective: Gather a corpus of reliably

labelled tweets that can be used to train and accurately evaluate the relative performance

of different classifier models.
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Reliable Labelling

• The system must be capable of generating a corpus that is reliably labelled.

It is important to carefully define what is meant by the term reliably labelled. This

refers to the fact that the category associated with the tweet should reflect the true

sentiment of the tweet as accurately as possible. Thus, every tweet that carries a positive

sentiment should be labelled as positive in the corpus. Similarly, every tweet that is a

true instance of sarcasm should labelled as sarcastic. As discussed in the review of related

work, this is in itself a difficult task and a number of different approaches have been

attempted. The two primary techniques available are:

1. The use of human judges to annotate the tweets with labels. A label is only used

for a tweet when there is a sufficient degree of inter-annotator agreement. This can

be done with either untrained participants or a panel of specialist linguists.

2. The use of hashtags within the tweets themselves to indicate the sentiment of the

tweet. This relies on the assumption that the best person to label the tweet is the

author of the tweet itself. Thus a tweet containing #sarcasm is labelled as sarcastic.

Tweets containing #sad, #frustrated etc. are labelled as negative.

There are strengths and weaknesses to both methods. The first method is liable to

miss out on difficult instances of sarcasm. As noted in the literature review, it is by

no means guaranteed that even the panel of experts will detect all of the instances of

sarcasm, potentially leading to a corpus containing only tweets in which the sarcasm is

obvious. Moreover, in view of the dataset size requirement, it is worth noting that this

manual approach is not scalable, which represents a significant issue for generating a large

corpus. Conversely, the second technique may be liable to label too many instances as
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sarcastic, for example, by including tweets that are about sarcasm such as:

I don’t understand. Why is everyone using so much #sarcasm today?

It is therefore more likely to lead to a more conservative performance evaluation for

the classifier. However, steps can be taken to remove tweets in which the tweet is about

sarcasm, rather than an instance of it (for example, by only using tweets in which #sar-

casm occurs at the end). Moreover, this approach is able to scale much more efficiently

as the corpus grows in size. For these reasons, the #sarcasm technique will be adopted

for labelling the corpus.

Corpus Size

• The system approach to corpus generation must be scalable.

One of the critical issues highlighted by the survey of related work was the significance

of corpus size. The need for a large training set in order to build a good classifier, and

a test set of sufficient size to evaluate it fairly was repeatedly noted as an important

issue. This requirement does not influence any single decision, but rather is applied as a

principle to all design decisions.

Corpus Quality

• The system must be capable of generating a corpus of high quality.

The quality of the corpus relates to a concern raised in the research challenges, namely

that as a service that operates in the public domain, tweets gathered from the Twitter

API are potentially ‘noisy’. This refers to tweets that are generated by spam systems

or fake users. They lead to the presence of duplicate, nonsensical or scam-linked tweets.

There is also the issue of multilingual users tweeting in languages other than English, but
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still choosing to use English hashtags, which could present issues for the corpus labelling

approach.

To address this issue, the system will implement a series of filters and preprocessing

methods after collecting tweets from the API. Duplicates will be removed, as well as

tweets that contain multiple URLs. To address the issues relating to nonsensical and

non-English tweets, an additional filter will be defined, based on an English dictionary

(details of how this additional filter is implemented are provided in Chapter Four).

Corpus Composition

• The system must be capable of generating a corpus consisting of both tweets and

their replies.

One of the research challenges highlighted in the first chapter was the task of construct-

ing contextual features. An examination of linguistic theory suggested that this context

can best be constructed by leveraging the shared understanding between the speaker of

a sarcastic utterance and the listener. Consequently, by asserting that replies to tweets

can indicate some level of shared understanding, gathering a corpus that contains replies

will allow such features to be extracted.

The next set of requirements relate to the process of human classification, summarized

by the research objective: Provide a realistic benchmark for the difficulty of differentiating

between sarcastic and polar tweets by conducting a study in which humans perform the

classifying task on the dataset.

Study Participation

• The annotation study must be scalable.
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The purpose of the research objective is to provide a benchmark for the difficulty of the

task. In order to do this as effectively as possible within the time and resource constraints

of the research, it is desirable to gather a large number of participants (with English

fluency) and to encourage each of these participants to annotate a large number of tweets.

To maximize the human resources available, the annotation study must be scalable. It is

therefore a natural choice to conduct the study online. Moreover, gamification techniques

will be employed to encourage each participant to make a significant contribution.

Ethical Considerations

• The annotation study must comply with the ethical standards for research.

Any human study designed for the purposes of research must be approved by the

Trinity College Ethical Research Committee. In order to gain approval, the study will be

conducted in adherence to certain ethical guidelines. All participants in the study must

participate voluntarily and must be free to leave the study at any time. Basic personal

data used for identification purposes during the study will be stored securely and no

personal data or recordings relating to the participants will be stored after the completion

of the study. All contributions made by the participants will be made anonymous under

publication.

The next set of requirements relate to the process of machine learning, summarized by

the research objective: Design and build a range of machine learning models that utilize

both purely lexical features as well as models that leverage contextual features.

Algorithm Selection

• The system must implement three distinct algorithms.
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The importance of implementing a range of algorithms was repeatedly noted in the

review of previous work in Chapter Two. Therefore, the system must implement each

of the three algorithms discussed: Näıve Bayes, Logistic Regression and Support Vector

Machines for each of the feature sets that are investigated.

Feature Selection

• The system must implement both lexical and contextual features.

Meeting this requirement is a critical component of addressing the research question

set out in Chapter One, investigating the impact of bolstering lexical features with con-

textual features. Following the approach taken in previous work, the lexical features

will be implemented with an n-grams-based approach. The contextual features will be

constructed with the use of the tweet replies, contingent on the success of the corpus

generation.

The final requirement does not apply to any specific research objective, but instead

applies to all components of the system.

Data Storage

• The system must conform to the legal and ethical requirements for data storage.

The nature of the research undertaken leads to the collection of large amounts of

user data from the Twitter API. From a legal perspective, there is therefore the need to

ensure that the research complies with both the Communications (Retention of Data) Act,

2011 [64] and the Twitter API terms and conditions - Rules of the Road [65]. Since the

research does not constititue a commercial service, the only relevant part of the Twitter

document is entitled Respect User Privacy which forbids the publication of confidential

information, passwords or geo-location data. Compliance with both the Retention of Data
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Act and the Rules of the Road can therefore be achieved by ensuring that all Twitter data

collected in the research is made completely anonymous. As mentioned in the annotation

requirements, similar steps will be taken with any personal data used for the purposes of

conducting the human study.

3.2 Design Structure

Guided by the requirements engineering process, we are now in a position to design soft-

ware that will enable the research question to be addressed. The requirements discussed

above fall naturally into three categories, each representing a functionality that must be

provided by the system. Consequently, in order to meet these requirements, the proposed

design reflects this structure. There are three primary components to the system:

• Gatherer - A software component responsible for collecting the tweets from the

Twitter API and implementing filters to clean the data.

• Annotator - An online survey tool responsible for the human classification task.

• Learner - A software component that implements the machine learning algorithms.

These components, together with the flow of data, are illustrated in Figure 3.1 below:

Figure 3.1: System Components
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3.2.1 The Gatherer

In order to fulfil the requirements of tweet collection and filtering, the design of the

Gatherer consists of a number of subcomponents, pictured in Figure 3.2:

Figure 3.2: Gatherer Components

• Twitter API Handler - forms the interface between the tool and the Twitter API

and is responsible for handling details of this interaction (authentication, persistent

connections etc.).

• Tweet Synchronizer - co-ordinates the collection of tweets and their replies to ensure

that the corpus composition requirement is met.

• Tweet Store - provides storage for tweets and associated metadata that have been

collected directly from the API.

• Filter - responsible for ensuring that the corpus quality requirement is met through

data cleaning.

• Formatter - outputs the results of the filtering process to the Annotator and Learner

in a structured format.
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3.2.2 Gatherer Discussion

There are essentially two key design decisions that must be taken with regard to the

Gatherer. The first relates to achieving the required functionaility of reply collection.

This process will rely on the collection of the metadata of tweets that are gathered from

the Twitter Streaming API and exploiting this metadata to make requests for replies

to the Twitter REST API. The procedure motivates the use of short-term data storage

(provided by the Tweet Store) as a temporary holding for information that is used during

the collection process before it is filtered off. Since the Streaming API produces tweets at

a varying, unpredictable rate this process must be co-ordinated, justifying the presence

of the Tweet Synchronizer, which provides this functionality.

The second design choice relates to the choice to include the filtering process as part of

the Gatherer tool. The filter component is responsible for the quality of the corpus, and

therefore holds a significant influence over the outcome of the research. Thus it is critical

to ensure that this process is conducted both effectively and consistently. It is therefore

proposed to place the filtering component as part of the gathering process, rather than

as two separate components in both the Annotator and Learner components. This will

ensure that the corpus is generated consistently and that the human study and machine

learning algorithms have access to the same quality of data. The specific details as to

how this filter is implemented are given in Chapter Four.

3.2.3 The Annotator

The component structure of the Annotator aims to ensure that each of the requirements

relating to the human study are met. An MVC approach to the design is adopted,

illustrated in Figure 3.3.

• UI - handles all direct interactions between the system and the study participant.

• DB - provides storage for all participant and study-related data.
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Figure 3.3: Annotator Components

• User, Tweet and Annotation Modules - each module handles the data and controls

the functions and logic relating to the respective entities.

• Gamification Logic - responsible for the gamification of the study, with a view to

addressing the scalability requirement discussed previously.

• Security Component - handles the security mechanisms needed to secure the ap-

plication and any stored personal data to ensure that the ethical requirement is

met.

• Annotation Engine - co-ordinates all other components.

3.2.4 Annotator Discussion

The purpose of the Annotator is to evaluate the ability of humans to perform the clas-

sification task. The tool must present tweets together with their replies and allow the

participant to make a judgement. Scalability is a core requirement of the Annotator,

since the ability of the tool to perform the evaluation in a representative manner is di-

rectly linked to the number of participant annotators and the quantity of annotations

they produce. Consequently, this has been designed as an online tool, naturally suited to
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the Model-View-Controller paradigm. Whilst creating an online tool has the benefit of

increasing the scalability with regard to the number of participants, the role of boosting

the number of annotations produced by each participant is addressed by the Gamifica-

tion Logic component. The gamification of the study will be based on levels, associated

with the volume of tweets annotated by the partcipant (not linked to their accuracy), to

encourage productivity.

3.2.5 The Learner

Finally, in order to meet the requirements for the machine learning process, the compo-

nents for the Learner have been designed as follows:

Figure 3.4: Learner Components

• DB - provides data storage functionality for the corpus and results.

• Data Splitter - handles the process of separating the corpus into training and test

sets.

• Count Vectorizer - responsible for the construction of the lexical feature vector.

• Preprocessor - co-ordinates the data preparation procedure before algorithms are

fitted.
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• Fitter - fits each of the proposed algorithms to the constructed feature sets to ensure

that the algorithm selection requirement is met.

• Cross Validator - performs 10-fold cross-validation for the classifier over the training

set.

• Context Builder - handles the construction of contextual features, which may then be

combined with the lexical feature vector to meet the feature selection requirement.

3.2.6 Learner Discussion

The Learner component is tasked with addressing the primary research question of this

thesis, namely investigating the impact of bolstering lexical features with contextual clues.

The design of the Learner represents an extension of the approaches to machine learning

adopted in previous research, as discussed in Chapter Two. A range of algorithms are

implemented, 10-fold cross-validation is used in model-fitting and lexical features are

constructed using a Count Vectorizer component. The additional element consists of the

Context Builder component.

The Context Builder has the task of generating contextual features using the tweets

and replies available in the corpus. Two types of contextual features will be constructed.

The first will consist of the number of replies present in a conversation. The underlying

assumption behind this feature is that the number of replies in some sense encodes the

reaction of followers on Twitter. This reaction may contain clues as to whether or not

the original tweet was sarcastic. The second type of feature is more sophisticated. It

will involve splitting the training set into two portions and using one portion to classify

the orignial tweet and the replies separately. These classifications will be encoded into a

string that represents the pattern of the conversation. In this way, the feature can assert,

for example, that the original tweet was positive, but that it had several negative replies,

which may in turn provide a clue to the presence of sarcasm.
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3.3 Summary

The objective of this chapter was to propose a design for a system that would allow the

research question to be addressed. Firstly, through a process of requirements engineering,

a set of requirements were gathered as a framework to achieving the research objectives.

This was followed by a description of the system design at a high level, dividing the

software into three components: the Gatherer, the Annotator and the Learner to match

the functionality required. Finally, for each of these components a design was proposed

and key elements of this design were discussed.
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Chapter 4

Implementation

In this chapter, the implementation details of each of the three primary components of the

design are discussed. The choice of technologies that are used to implement technologies

used for each component are described and a justification for their inclusion is provided.

4.1 Gatherer Technologies

4.1.1 Twitter4J

The growth in popularity of the Twitter API has led to the development of a large

number of libraries that facilitate interaction with the resource for different languages.

After reviewing the available options, the Twitter4J Java library was selected. This

decision was driven by a number of factors. Firstly, it is a mature open source library

(it was released in 2007) that receives regular updates from a community of developers.

Twitter regularly updates the API, so it is essential to use a library that interoperates

with the latest changes. Secondly, unlike other alternatives, this library provides support

for both the Streaming API and the REST API, with good documentation for each of

the associated features. After building the Twitter API handler on this library, it was

natural to implement the Tweet Synchronizer in Java, a language with excellent support

for task scheduling.
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4.1.2 MongoDB

Each tweet retrieved from the twitter API is associated with a large volume of metadata.

This metadata must be stored to enable the Tweet Synchronizer to co-ordinate the reply

collection process. MongoDB was a natural choice for this task - as a document-oriented

database, it provides scalable storage without the need for the complex schema defintion

that would be required by a SQL database to store the data in question. It therefore had

the flexibility to deal smoothly with the variations that often occur in the more complex

data collected from the API.

4.1.3 PyEnchant

The filtering and formatting processes rely heavily on text processing, mandating the use

of regular expressions and dictionary manipulation. Of the number of languages suited to

this task, Python was ultimately selected. Not only does it operate smoothly with regular

expression construction, it enables the use of the flexible PyEnchant dictionary for the

language filter, described below.

4.2 Filtering

The purpose of the filtering process is twofold. Firstly, it is designed to ensure the high

quality of the corpus that will be made available to the machine learning algorithms.

Secondly, it addresses the anonymity requirement of the data by removing content that

could potentially be used to identify the author from tweets. To fulfil these roles, the filter

consists of three components, illustrated in Figure 4.1. The first component addresses the

issue of duplicate tweets (a common occurence among responses from the Twitter API).

It removes any tweets that already exist in the corpus as well as removing retweets (a

repeated post of another user’s tweet), both of which could lend an unfair advantage

to the machine learning process. The second filter addresses anonymity, replacing all
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Figure 4.1: Filtering Process

targeted usernames in the tweets with ‘@SomeUser ’ and all hyperlinks with ‘SomeLink ’.

The final component of the filter is designed to ensure that the tweets are in English and

are not simply random sequences of letters. However, the 140 character limit of tweets

often encourages users to use abbreviations and words that do not occur in a dictionary.

To address this issue, we define a simple metric, d : words→ {0, 1} on each word w of a

tweet as follows:

d(w) =

 1 : w ∈ Dict

0 : w /∈ Dict

where Dict is the set of words contained in the PyEnchant dictionary. For a tweet, t,

to pass the filter, equation 4.1 must hold:

∑
w∈t

d(w) ≥ d(0.4).|t|e (4.1)

where |t| denotes the number of words in the tweet. This mechanism, developed

after a degree of experimentation, proved effective. It achieves the flexibility needed to

ensure that tweets with abbreviations were still included, but tweets in other languages

containing English hashtags were filtered out.
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4.3 Annotator Technologies

4.3.1 Ruby on Rails

As noted in the design discussion of Chapter Three, the Annotator tool is based on

the MVC paradigm. There are a number of frameworks that are designed to support

development of such applications. From these, Ruby on Rails was selected for two reasons.

Firstly, it has a vast community of active users, leading to good documentation for each

aspect of the framework, easing the implementation process considerably. Secondly, it has

a number of security features such as CSRF protection built into the framework, removing

this complexity from the process of development.

4.3.2 D3.js

One of the challenges of producing a tool for conducting a human study is to give the

participants a concrete understanding of what they must do for the task. Visualizations

can be a powerful tool in aiding this process, clarifying concepts that are difficult to

describe. The D3.js JavaScript library was used to produce interactive animations for

this purpose. A snapshot of one such animation is provided in Figure 4.2:

Figure 4.2: D3 visualization
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4.4 The Classification Task

The purpose of the Annotator tool, is to create a benchmark for the difficulty of the

classification task by evaluating the performance of humans. It is therefore critical to

provide both the participants and the machine learning classifiers with identical informa-

tion: the replies as well as the content of the original tweet. Figure 4.3 illustrates the user

perspective for the task with a sample tweet:

Figure 4.3: The Annotator

The participant is first presented with the tweet that requires classification, in this case:

the only goodnight texts I get are from my dad. Next they are presented with any replies

that were made to that tweet. For this example, only one reply was made: @SomeUser

Saame.. :( - suggesting that the original tweet was negative. Four classification choices

are available to the participant: positive, sarcastic, negative or gibberish (the last option

allows them to indicate that the tweet did not make sense). Finally, note that the user is

assigned a rating based on their annotations. This gamification technique is the subject

of the next discussion.
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4.5 Gamification

The gamification mechanism outlined in Chapter Three is based on a system of user levels.

A fictional humorous feudal hierarchy was developed, designed as part of the process of

encouraging participants to annotate greater numbers of tweets. As each participant com-

pletes certain threshold numbers of annotations, they advance through levels, unveiling

new images relating to the latest levels that have been unlocked1.

Upon starting the task, they are assigned the level of dour serf [66], the lowest rung

of the humorous feudal society ladder. By making 15 annotations, they reach the next

level in the feudal hierarchy, becoming a humourless yeoman [67]. At 30 annotations,

they progress to a cheerful merchant [68]. The images associated with these levels are

illustrated in Figure 4.4 below:

Figure 4.4: Levels 1-3

When 50 annotations have been made, the participant is rewarded with the level of

a mildly amusing jester [69] (humour is considered more valuable than wealth in this

fictional feudal society). The next level is that of a witty knight [70], awarded upon

completion of 80 annotations. A pariticipant becomes a banterous baron [71] at 115

annotations. The relevant images are displayed in Figure 4.5.

1The images are stylized modifications of cartoons - a reference to each original is provided.
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Figure 4.5: Levels 4-6

As the participant nears the peak of the humorous feudal society, they become royalty

at 150 annotations, as a sarcastic prince [72]. Finally, upon completing 200 annotations,

the participant reaches the highest level available, an ironic emperor [73], illustrated in

Figure 4.6:

Figure 4.6: Levels 7-8

Ultimately, the objective of this process is to support the benchmarking research ob-

jective. The hierarchical implementation of the user levels reflects this goal by striving to

motivate the participant to perform as many annotations as possible.
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4.6 Learner Technologies

4.6.1 Scikit Learn

A number of tools have been created to facilitate the application of machine learning

techniques. Popular libraries include WEKA [74], NLTK [75], GATE [76] and Apache

Mahout [77], each of which have their own particular strengths and weaknesses. However,

for this research it was decided that the Python Scikit-learn library [78] was most suited

to the task. It offers support for each of the three algorithms outlined in the design,

implements cross-validation and has excellent documentation.

4.6.2 IPython

The implementation of machine learning mechanisms often involves a great degree of

tuning and frequent adjustment of subcomponents in order to achieve the greatest pos-

sible performance. For such scenarios, the IPython tool [79] is invaluable, allowing short

sections of code to be run in isolation and facilitating incremental development. Conse-

quently, it was a natural choice to use as the development platform for the Learner.

4.6.3 Classifier Training

The target of the Leaner is to investigate whether contextual features can have a positive

impact on classifier performance. To achieve this, it is necessary to train classifiers on

purely lexical features before the effect of combining these with contextual features can

be evaluated.

4.6.3.1 Lexical Features

The corpus is first divided into a training set and a test set at a 60:40 ratio. The contents of

the tweets are then split up into individual words, called tokens. The tokens are counted as

word n-grams in various combinations - single words (unigrams), pairs of words (bigrams)
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or triplets (trigrams). There are two popular ways of adding these counts to a feature

vector. Either the counts are added directly, or the term frequency-inverse document

frequency of each n-gram is calculated and this value is added to the vector. Other

options for the feature vector include using the corpus with English stop-words (common

English words that typically do not contribute meaning) removed from the tweet contents,

and considering the tweets with all hashes removed from hashtags.

There are therefore numerous possibilities for constructing lexical feature vectors. To

allow the research to be conducted within the time constraints set for the project, initial

testing was performed to select the eight most promising sets of features. The combina-

tions that were consistently yielding the best results are illustrated in Figure 4.7. Seven of

these eight use term frequency-inverse document frequency, which initial testing showed

to offer improvement over using token counts directly, except in the case when hashes

were left in the corpus and the combination of unigrams and bigrams was considered.

Figure 4.7: Most promising feature combinations

The Näıve Bayes, Logistic Regression and SVM classifiers were then individually

trained on each of these combinations.
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4.6.3.2 Contextual Features

Two types of contextual feature are investigated as mechanisms for improving classifier

performance. The first, henceforth referred to as COUNTS, simply uses the number of

replies to each tweet. Each number of replies is given a unique encoding and this is added

to the feature vector.

Figure 4.8: Routes for feature construction

The second feature type, referred to as ECHO, takes a different approach. Instead

of dividing the corpus into a training set and test set, the corpus is divided into three,

a pre-training set, a training set and a test set, with a 50:10:40 ratio. A classifier is

trained on the pre-training and used to classify tweets and individual replies in both the

training set and the test set. These classifications are used to produce echo strings, which

represent the predicted classes of each part of a conversation. For example, if a tweet is

classified as sarcastic, and each of five replies is classifed as negative, then the following

output string would be produced: S N N N N N. A second classifier is then trained on

the training set, which now consists of these echo strings. It uses these patterns to learn

whether certain types of reply can be good indicators of sarcasm, then classifies the test

set with this information. The routes for feature construction for purely lexical features,

COUNTS and ECHO are illustrated in Figure 4.8.
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4.7 Summary

In this chapter, the technology choices for each component of the system were described

and justified. The implementation details of the filtering, classification task and gamifi-

cation processes were described. The chapter concluded by discussing the techniques for

feature construction associated with the classifier training procedure.
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Chapter 5

Evaluation

The purpose of this chapter is to evaluate the results of the research against the research

objectives set out in Chapter One. To this end, a plan for the evaluation procedure is

first outlined. Each component of the system is then evaluated according to this plan.

Finally, the outcome of this evaluation is discussed.

5.1 Approach

The modular nature of the research objectives and consequently the design of the system

built to address these naturally leads to an evaluation plan in which each objective is

considered in turn. Thus, the approach is as follows:

• To assess the corpus generation procedure and the effectiveness of the Gatherer at

performing this task.

• To assess whether the Annotator has successfully provided a realistic benchmark for

the difficulty of the task through human annotation.

• To assess the results of the Learner and hence address the primary research ques-

tion of the thesis, investigating the impact of using contextual features together with

lexical features.

55



5.2 Gatherer Evaluation

In order to evalutate the Gatherer, it is first necessary to consider the criteria that should

be used to assess corpus generation. Typically, each corpus is gathered with the aim

of addressing a research question, and therefore different characteristics are considered

important for different research questions. There is certainly a degree of subjectivity in

this selection task. However, the literature review conducted in Chapter Two indicated

two uniformly desirable corpus properties, namely:

• Corpus size - the number of tweets and replies gathered.

• Corpus quality - Is the dataset free of spam, duplicates and multilingual tweets?

Ultimately, the Gatherer must be assessed on whether it has achieved its objective of

generating a corpus that enables the research question of the thesis to be addressed.

5.2.1 Gatherer Results

The raw data gathered directly from the Twitter API consisted of:

• 51,549 tweets in total

• 29,791 original tweets (8973 sarcastic, 12433 negative and 8385 positive)

• 21,758 reply tweets

It is worth noting that on average, one out of every 6.38 tweets prompted at least one

reply in this raw data. The filter was then applied to remove noisy tweets - duplicates,

spam and tweets in multiple languages with English hashtags. Tweets in which the

hashtag was the subject, rather than an indication of the tone were also removed.
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The application of the filter removed over half of all tweets in the raw dataset, leading

to the following composition for the final corpus:

• 24,287 tweets in total

• 15,245 original tweets (5049 sarastic, 6118 negative and 4078 positive)

• 9,042 reply tweets

Figure 5.1 illustrates the transition from the original dataset to the final corpus.
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Figure 5.1: The impact of filtering on corpus composition

Interestingly, in the final corpus, one out of every 5.16 tweets prompted a reply, a

higher ratio than on the raw dataset. This may result from the fact that Twitter users

do not tend to respond to spam and nonsensical tweets. It is also worth noting that the

number of the replies generated by a tweet follows an approximate power law. Figure 5.2

depicts the structure of the data in terms of the number of replies to tweets that prompt

any responses. At most, five replies to a specific tweet are used in the final corpus, which,

as demonstrated in Figure 5.2, equates to a cut at the 70th percentile. This decision

was taken to ensure that the second of the contextual features, ECHO, could be applied
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effectively. If tweets with up to nineteen replies were used to construct the echo-strings,

there would be too many unique string patterns for a dataset of this size, so the classifier

would inevitably overfit the data. This restriction enables the majority of the replies to

be used in the corpus whilst at the same time avoiding this overfitting issue.
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Figure 5.2: Replies to tweets

There were then two alternatives available for the production of the final corpus. The

first was to only use tweets which have at least one reply, signficantly reducing the size

of the dataset, but potentially allowing the impact of contextual features to be seen more

readily. The second was to leave the dataset unedited after the filtering process, keeping

those tweets that do not contain replies. The related work in Chapter Two consistently

showed that working with a larger corpus not only led to stronger classifiers, but also

yielded fairer evaluations. Consequently, the decision was taken to use the full set of

filtered tweets as the final corpus.
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5.2.2 Discussion

With the data at hand, it is now possible to apply the assessment criteria and evaluate the

corpus generation process. A dataset of polar and sarcastic tweets has been gathered at an

order of magnitude greater than the previous corpus collected for this task [8]. Although

the dataset could be improved by the collection of a greater number of tweets, the Gatherer

performed well to collect this magnitude of tweets within the tight time constraints set for

the research. The noisy tweets have been removed from the dataset, leading to a corpus

of good quality. The class weightings are reasonably (though not perfectly) balanced,

given the natural fluctuations that occur in the rates of tweet collection from the Twitter

Streaming API. Critically, tweet replies have been successfully included in the dataset.

Thus the Gatherer has successfully achieved its objective of creating a corpus that enables

the other components of the system to address the research question in more detail.

5.3 Annotator Evaluation

The purpose of the Annotator is to provide a benchmark for the difficulty of differentiating

between sarcastic and polar tweets by evaluating the performance of humans at this task.

The key assessment criteria for the effective fulfillment of this task are:

• Sample size - the number of participants and the quantity of annotations made.

• Production of performance metrics - the tool should produce representative perfor-

mance metrics for the human participants that will facilitate comparison with the

Learner.
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5.3.1 Annotator Results

The Annotator study was conducted on 2000 tweets of the corpus (taken from the test

set described in Chapter Four). In total, the raw data returned by the tool consisted of:

• 60 participants

• 5327 annotations in total

Thus on average, each user made a total of 89 annotations. The average accuracy of the

human participants across all annoations was was 62.49%. For the class of most interest,

sarcastic tweets, the participants achieved a precision of 78.97%, a recall of 49.96% and

an f-score of 60.98%. These results are illustrated in Figure 5.3.
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5.3.2 Discussion

The 60 participants consisted of fluent English-speaking colleagues from the Computer

Science M.Sc courses at Trinity College, Dublin together with researchers from the Knowl-

edge and Data Engineering Group (KDEG) at the same University. Each of these par-

ticipants was familiar with Twitter and the associated style of communication. Although

this constitutes a biased sample of the total population of fluent English speakers (by
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selecting only participants from academia), the sample size was appropriate for fulfilling

the objective of providing a benchmark for the difficulty of the task.

The second result to be considered is the number of annotations, 5327 in total. As

noted above, this equates to 89 annotations per user. Since each participant was free to

annotate as many or as few tweets as they wished, this suggests that the gamification

process undertaken was successful. A larger number of annotations per user corresponds

to a greater confidence in the representativeness of the resulting performance.

Interestingly, the mean accuracy achieved by the participants in the study (62.49%) is

almost identical to the accuracy score (62.59%) of the participants in a previous study [8],

who performed a similar task on a much smaller dataset. This consistency amongst results

suggests that the Annotator has performed well in the task of providing a benchmark for

the difficulty of the task. The precision score of the participants (78.97%) is reasonable,

but the recall (49.96%) is poor, indicating that humans struggle to detect sarcasm in

this task, but that when they see it, they are confident of asserting its presence. These

results add further support to the decision to label the corpus using the hashtag technique

rather than human judges. The low recall/high precision implies that humans tend to

only recognize the more obvious instances of sarcasm, which may provide an indication as

to why the performance of the SASI algorithm (discussed in Chapter Two) on a human

labelled corpus [63] was so high (94.7%). The low f-score (60.98%) further reinforces the

difficulty of detecting sarcasm amongst polar tweet for human judges. 1 The primary

limiting factor to the study (for increasing the representativeness of the evaluation of

human performance at sarcasm recognition) was the number of participants. However,

given the time constraints for the research, and noting that the results are so close to the

smaller previous study, it may be asserted that the Annotator has achieved its aim of

1Note that the operational environment of the Annotator meant that the number of participants and
annotations were not known in advance, and the structure of the resulting data meant that the Fleiss’
Kappa statistic for inter-annotator agreement was not appropriate in this case.
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providing a realistic benchmark for the difficulty of the sarcasm detection task.

5.4 Learner Evaluation

The final component of the system, the Learner, is tasked with addressing the research

question of thesis, namely to investigate the impact of using contextual features to bolster

lexical feature-based models. To this end, the evaluation of the Learner will consist of:

• Results analysis - the output of the Learner will be analysed with a set of perfor-

mance metrics.

• Comparison - The results will be compared against the performance of classifiers in

previous research.

• Contextual impact - The impact of using contextual features for models will be

evaluated.

5.4.1 Learner Results

To investigate the impact of contextual features, the Learner was used to conduct three

experiments. In the first, replies to tweets were removed from the corpus and classifiers

were trained with each of the eight chosen lexical feature combinations. In the second,

the full corpus (including replies) was used to train classifiers with the same sets of

lexical features. In the final experiment, classifiers were trained on the full corpus using

the contextual features described in Chapter Four. These combinations of experiments,

features and algorithms lead to numerous sets of results. Consequently, in order to portray

the outcomes as clearly as possible, a protocol for displaying the results of each experiment

has been developed.

Firstly, the cross-validation scores for every classifier used in the experiment are pre-

sented. Following this, detailed performance metrics are given for only the classifiers
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which achieve the best cross-validation scores, focusing on the results that are most sig-

nificant. The results for each experiment are then discussed. Finally, a comparison of the

best classifiers from each type of experiment is offered.

5.4.1.1 Replies Removed

A set of classifiers were first trained on the corpus without the tweet replies, using each of

the eight combinations of lexical features. The purpose of this initial experiment was to

provide a baseline performance for machine learning models at this task and to facilitate

direct comparison with previous research (in which replies were not used).

The cross-validation scores of these classifers are displayed in Figure 5.4, giving an

indication of how well each model fits the training data. The best cross-validation score

(69%) is achieved by both an SVM classifier and a Logistic Regression classifer. 2
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Figure 5.4: Cross-validation scores without replies

In-depth performance characteristics of the two classifiers achieving the highest cross-

2The best SVM classifier used unigrams and bigrams together with tf-idf on the dataset containing
hashes, while the Logistic Regression classifier also used the combination of unigrams and bigrams but
without tf-idf.
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validation scores are displayed in Figure 5.5. Both classifiers obtained accuracy scores

of 68%, although the Logistic Regression classifier outperformed the SVM classifier on

precision (67% vs 66%), recall (66% vs 65%) and f-score (66% vs 67%).
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Figure 5.5: Classifier performance without replies

This experiment yielded a number of interesting results. Although on average the

SVM classifiers perform best, no algorithm outperformed both of the others on every

feature set. The cross-validation results in Figure 5.4 verify the importance of using a

range of algorithms and features, justifying the approach taken with this research. The

effectiveness of different feature sets was also shown to be largely random in nature,

particularly with regards to using tf-idf with the feature vector, the influence of which

was very unpredictable with the final combination of features. Of the two best fitting

classifiers, one used tf-idf to load the feature vector and one did not, despite initial

testing indicating that it should consistently improve results.

By considering the shape of the performance metrics graph in Figure 5.5, the char-

acter of the best classifier (produced by this experiment) can be established. The higher

accuracy score suggests that it performed slightly better at classifying positive and nega-
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tive tweets than sarcastic tweets, but with only a 3% spread over accuracy, precision and

recall, the classifier can be seen to be well-balanced.

With the replies from the final corpus removed for this experiment, the results can be

compared to the performance of classifiers in previous research on the same task. The

best classifier achieved an accuracy of 68%, which may be contrasted with a best score of

57% in previous work [8], a considerable improvement. This may be primarily attributed

to the difference in the size of the corpus used to train the classifiers (15,245 tweets

vs 900 tweets). The literature review repeatedly underlined the significance of using a

large dataset for precisely this reason. The extensive filtering process performed by the

Gatherer tool may also have contributed to the improvement in performance.

5.4.1.2 Purely Lexcial Feautres

The second experiment conducted with the Learner tool trained classifiers with purely

lexical features on the full corpus (including replies). As with the previous experiment,

every algorithm is applied to each of the eight feature-combinations. The cross-validation

scores for classifiers on the dataset with replies are illustrated in Figure 5.6.
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Figure 5.6: Cross-validation scores with replies
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Four classifiers achieve a cross-validation score of 71%, with each of the three algo-

rithms attaining the same score on the final lexical feature set. The performance charac-

teristics for the four best-fitting classifiers are displayed in Figure 5.7.
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Figure 5.7: Classifier performance with replies

The best performance on the full corpus with purely lexical features was achieved by

the SVM classifier 3 with a mean accuracy of 71%, a precision of 69% and both a recall

and f-score of 70%.

A comparison of the results of the first and second experiments indicates that simply

giving the classifier more data to work with for each classification (now it can use the

tweet and its replies) results in a marked improvement in performance. Interestingly, for

the best classifier in both experiments, the precision score for the sarcasm class is 2% lower

than the accuracy. This suggests that although the overall performance has improved,

the replies have not made improved the ability of the classifier to detect sarcasm relative

to the other two classes when only lexical features are considered, highlighting one of the

concerns about the limitations of this approach.

3This classifier used unigrams, bigrams, tf-idf and hashes.
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5.4.1.2 Contextual Feautres

The final experiment used the COUNTS and ECHO contextual feature constructions

to train classifiers on the the full corpus. As described in Chapter Four, both of these

approaches work in combination with a lexical feature set. Out of the eight groupings

of lexical features examined, the three most promising combinations were used with each

approach, once with each algorithm.

The best cross-validation score (72%) was achieved by the COUNTS approach with

both the SVM and Logistic Regression classifiers 4. The cross-validation scores for all of

the six classifiers are depicted in Figure 5.8
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Figure 5.8: Cross-validation scores for contextual features

The strongest COUNTS-based classifier significantly outperformed the best ECHO-

based classifier on mean accuracy (73% vs 69%), precision (73% vs 68%) and f-score

(72% vs 70%) performance characteristics of the best classifier for each type of feature is

4This SVM classifier used unigrams, bigrams and tf-idf on the corpus with hashes, while the Logistic
Regression classifier used unigrams and bigrams but not tf-idf.
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displayed in Figure 5.9.
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The results of the third experiment show improvement in performance when using

contextual features with the COUNTS approach. It outperforms the best lexical feature-

based classifier on every score. Perhaps more importantly, the precision score for this

classifier matches the accuracy score of 73%, implying that unlike the previous classifiers,

this classifier is able to detect sarcasm as well as positive and negative tweets. Despite

the simplicity of the features, the ability to leverage the content of replies in context has

had an impact on the performance of the classifier.

The COUNTS classifier did not perform so well, proving to be less effective than the

best of the purely lexical feature-based models. There are two possible reasons for this.

Firstly, it relies heavily on the quality of information it can glean from the classification of

the replies. However, as noted in the evaluation of the Gatherer, only one out of every 5.16

tweets received a reply, limiting the effectiveness of the approach on this corpus. Secondly,

the implementation of this technique the splitting the data into three, a pre-training set,

a training set and a test set, rather than the two sets used by the other approaches. This

meant that in effect, rather than being used to increase the size of the training set of the

classifier, 10% of the dataset was instead used to construct reply patterns. Trading this
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quantity of training data in order to leverage context did not prove to be worthwhile on

a corpus of this size.

5.4.1.3 Discussion

The three experiments conducted with the Learner allow the research question posed in

this thesis to be addressed. The first experiment provided a baseline performance for the

task and demonstrated the quality of the corpus. The second showed that lexical feature-

based models improve when provided with extra data in the form of replies, although the

relative performance of detecting sarcasm does not improve as might be expected. Finally,

the third experiment illustrated that contextual features can indeed have a positive impact

on classifier performance, not only in overall accuracy but also in specifically detecting

instances of sarcasm. The relative performances of different classifiers considered in this

research are illustrated in Figure 5.10 which shows the performance of humans, the best

lexcial feature-based classifier, the best COUNTS classifier and the best ECHO classifier.
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Figure 5.10: A comparison of classifiers

The performance gains are small, but it is worth noting that while the lexical approach

has received a great deal of research interest and optimization, contextual features have

remained largely ignored in this task. The fact that of just two contextual features
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that were considered, one offered a performance improvement, suggests that there is the

potential for a great deal of further progress to be made in this area, particularly with

the application of simple features such as the COUNTS mechanism.

As the datasets used for sentiment analysis continue to grow and the lexical feature-

based models reach a performance plateau, there is also the possibility that the more

sophisticated ECHO approach may prove to be effective. Whilst uneconomical with

data (rendering it ineffective on a corpus of this magnitude), it is capable of extracting

more complicated interactions from the data which would be a powerful asset on much

larger datasets. The evaluation has demonstrated that contextual features can be used to

improve classifier performance and illustrated the potential that exists in this direction,

but there is a great deal of further work to do be done before contextual features are

exploited to their full potential.

5.5 Summary

In this chapter, an evaluation plan was developed to assess each component of the system

from the perspective of the research question of the thesis. The first component of the

system to be evaluated was the Gatherer, which was demonstrated to have satisfied the

research objective of effective corpus generation. The contribution of the Annotator was

then evaluated, specifically with regard to the quality of the benchmark it provided for

the difficulty of the task. The final part of the evaluation considered the contribution of

the Learner tool and its role in answering the research question posed by the thesis. The

results demonstrated that the impact of contextual features and indicated the potential

for further improvements in the task of sarcasm detection.
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Chapter 6

Conclusions

The purpose of this chapter is to demonstrate that the research objectives and challenges

described in Chapter One have been met, to summarise the research contribution of this

thesis and to discuss future work. To this end, the extent to which each research objective

has been addressed is discussed as part of a broader consideration of the research as a

whole. This is followed by a summary of the most significant contributions of the thesis

and a discussion of the potential for future work.

6.1 Objective Assessment

6.1.1 Sarcasm Detection, A Review

Research objective: To conduct a survey of existing approaches to sarcasm detection,

together with an overview of the underlying machine learning and linguistic theory.

Targeting this objective, Chapter Two began by reviewing Twitter, identifying both

the benefits and the unique research challenges associated with working with Twitter con-

tent, particularly those due to the brevity of tweets. It was noted that as a consequence of

this brevity, Twitter users are inclined to make heavy use of abbreviations, an observation

that impacted later design decisions in the filtering process. To provide a framework for

71



the machine learning task, the goals of machine learning and the concepts of classification,

supervised learning and evaluation metrics were considered in detail. Two observations

were noted with regard to this field: the importance of avoiding overfitting and the critical

requirement that a range of algorithms and feature sets should be implementated in the

machine learning task, if good performance is to be achieved. Next, the linguistic theory

relating to sarcasm and the broader field of irony was investigated, examining the main

challenges of working with the concept of sarcasm and the fundamental importance of

context in sarcasm detection. A review of the related work facilitated an examination of

the strengths and weaknesses of techniques that have been applied to this problem. The

two key conclusions drawn from this process were that contextual features could offer

the potential to achieve greater ressults than the lexical features that had been studied

previously, and that the size of the dataset used to train the classifiers used for detection

has a critical impact on performance. Consequently, it was decided to gather as large

a corpus as possible within the time constraints of the research, and morever, that the

corpus should include the replies to tweets as a mechanism for extracting context.

6.1.2 Corpus Generation

Research objective: To gather a corpus of reliably labeled tweets that can be used to

train and accurately evaluate the relative performance of different classifiers.

The most significant influence on the performance of a classifier is the quality of the

corpus used to train it. Multiple labelling techniques were considered for the dataset, but

after review, the #sarcasm labelling method was used. Although this leads to pessimistic

performance scores for the classifiers, it reflects the sentiment of the original tweet author

and represents the most reliable approach available. To allow contextual features to be

constructed, replies to tweets were gathered as part of the corpus. A scalable tool, the

Gatherer was built to conduct each of these steps in a scalable manner, a task in which
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it performed well. The result was a clean, balanced corpus of appropriate size with the

properties required to allow the research question to be addressed.

6.1.3 Human Study

Research objective: To provide a realistic benchmark for the difficulty of differentiating

between sarcastic and polar tweets by conducting a study in which humans perform the

classifying task on the dataset.

The study conducted using the Annotator tool supported the assertions of previous

work, namely that humans perform poorly at this task. The average accuracy of 62.5%

underlined how challenging the process of separating sarcasm polar tweets was for the 60

participants. The integrity of this accuracy score was supported by a small scale study in

earlier research [8], in which 3 judges scored an average accuracy of 62.6%. Perhaps the

most significant consequence of this result is that it illustrates the severe limitations of a

human annotated dataset, leading to a corpus consisting of only the most obvious types

of sarcasm.

6.1.4 Machine Learning

Research objective: To design and build a range of machine learning models that utilize

both purely lexical features as well as models that leverage contextual features.

Both lexical and contextual features were investigated with three algorithms for the

classification task. The range of models created by the Learner tool produced promising

results, with the COUNTS approach outperforming all of the lexical feature combinations

with an accuracy of 73%. The more sophisticated ECHO approach did not fare so well.

It was uneconomical in its use of the training data, which proved too much of a penalty

over any performance gains that might have been achieved by a more accurate modelling
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of context.

6.1.5 Final Remarks

Research objective: To conduct an evaluation of each approach, assess performance

implications and offer suggestions for potential future work.

The meaningful output of this research has been a demonstration of the considerable

potential of contextual features as part of a mechanism for sarcasm detection. As noted

in the evaluation, the performance gains over the state of the art lexical feature-based

approaches are small. However, while lexical techniques have received a great deal of

research attention, this thesis suggests that there is more to be gained through (largely

neglected) contextual approaches, which have by no means been optimized to their full

potential. The growing importance of sentiment analysis as a tool to extract useful insights

from this data means that the problem of sarcasm detection is likely to receieve a great deal

more attention. Recent news reports indicate that governments and major corporations

are now investing significant sums of money in services that provide sarcasm detection for

social media [80]. As the aggregation of opinionated content continues on a global scale,

the data becomes rich enough to justify the use of techniques that can leverage linguistic

theory in a more meaningful way, suggesting that contextual approaches represent the

future for sarcasm detection systems.

6.2 Summary Of Contribution

The contributions of this research are as follows. A detailed literature review has been

provided into the field of sarcasm detection, together with an analysis of the theory

from the associated fields of linguistics and machine learning. A filtering mechanism for

cleaning Twitter data based on a dictionary metric, which may be easily generalized to

other types of user-generated content, has been proposed. A filtered corpus of polar and
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sarcastic tweets together with their replies has been constructed. By conducting a human

study, a benchmark for the difficulty of the classification task has been provided. An

approach has been described for combining contextual features with lexical features and

in particular, the COUNTS and ECHO techniques have been proposed as a mechanism

for feature construction. Finally, the research contributed results demonstrating that

contextual features can outperform lexical features when applied to the task of sarcasm

detection.

6.3 Future Work

There are a number of potential extensions to the research undertaken in this thesis.

6.3.1 Large Corpus Generation

The time constraints of this research placed a restriction on the size of the corpus that

could be generated. While the more sophisticated ECHO technique for feature construc-

tion did not perform well on a small dataset, its true value comes from its ability to extract

more complicated contextual clues than the shallow feature-based appraoch, suggesting

that to unlock its potential, much larger datasets are needed. It would therefore be an

interesting research project to apply ECHO and other such approaches to a corpus that is

several orders of magnitude greater in size than the one constructed in this research. An

exciting complementary study would be to investigate the point at which the corpus is big

enough that simply adding more tweets to the training corpus no longer yields significant

improvements to lexical feature-based approaches.

6.3.2 Generalising To Other Literary Devices

The core principles underpinning this research apply not only to sarcasm, but also to

many other literary devices, most notably irony. Given the significance of context in
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every form of humour, further research could investigate the possibility of generalising

the approaches developed with the Learner tool to other literary devices.

6.3.3 Geographical Variations In Sarcasm

Since completing the implementation of this research, work has begun on the construc-

tion of another corpus to investigate a slightly different phenomenom, namely, the regional

variations that occur in the usage of sarcasm, discussed in [43]. As personalization be-

comes an increasingly significant component of web interaction, the ability to model and

detect sarcasm specific to the region in which it occurs would be a powerful tool in im-

proving the performance of sarcasm detection systems. Consequently, this idea offers a

particularly intriguing avenue for future research.
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Appendix A

Abbreviations

Short Term Expanded Term

API Application Programming Interface

CSRF Cross-Site Request Forgery

D3 Data-Driven Documents

JS JavaScript

KDEG Knowledge and Data Engineering Group

MVC Model-View-Controller

NB Näıve Bayes

SVM Support Vector Machines

Tf-Idf Term frequency-Inverse Document Frequency

UI User Interface
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