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Abstract

The annotation of scenes to facilitate path-finding and dynamic virtual agent behaviors has been the subject of
much work, and although it could not be considered a solved problem, many modern real-time games exhibit very
robust agent navigation. Most of this work, however, has dealt with geometrically rich 3D environments, and the
underlying algorithms for annotating the environment relies totally on this information being readily available.
Not all 3D scene representations contain a dense underlying geometric representation. This presents a major
problem when we wish to populate such scenes with virtual objects and agents. We present a method to quickly
and efficiently annotate a geometrically sparse, or indeed empty, 3D environment such that it can be populated
with virtual objects and navigated intelligently by virtual agents. We then expand upon the concept to deliver a set
of authoring tools that build upon the same approach.

1. Introduction

There is an ever increasing demand for perceived user “pres-
ence” in populated virtual environments. This enables users
to truly immerse themselves in the scenario. In the case of
virtual reality (VR) for rehabilitation, the need for realism
is vital. In order to relieve patients from social phobias such
as agoraphobia, physical impairments such as fear of falling
and freezing of gait, or performance anxiety through the use
of multisensory VR , the patient needs to have a feeling that
they are in fact immersed in a familiar and living environ-
ment populated with intelligent virtual agents, otherwise the
therapy may not have the desired effect.

The annotation of virtual environments, to facilitate their
population with virtual agents capable of intelligent naviga-

tion, has been the subject of much work and although it could
not be considered a solved problem, many modern real-time
applications exhibit very robust agent behavior. Most of this
work, however, has dealt with geometrically rich 3D envi-
ronments and the underlying algorithms rely on this data in
order to operate. An example of this approach is the nav-
igation mesh [Sno00], which is a widely adopted industry
solution to the problem. The vast majority of modern video
games make use of this method for the description of the
navigable areas in 3D scenes. This method facilitates virtual
human path-finding and collision avoidance. Generation of
these meshes is largely an automated process: algorithms an-
alyze the underlying scene geometry to output a set of con-
nected polygons which define the navigable area.
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Modeling of, quality, virtual environments is a time con-
suming, labor intensive and highly specialized task. In cases
where the creation of detailed geometrical models of the de-
sired environments is not possible or practical, alternative
techniques are often employed to deliver interactive scenes
at a fraction of the time and effort. Image-based rendering
(IBR) techniques can allow for the rapid development of
such 3D environments [?,?]. While quite realistic results can
be achieved through the use of these techniques, many open
problems remain. When working with image based repre-
sentations of real environments, there is little or no geomet-
ric data available. This is hugely problematic for the accurate
placement and animation of 3D objects. In order to develop
truly realistic and useful 3D environments it is crucial to fa-
cilitate the addition of static scenery and dynamic objects,
such as intelligent virtual agents, to our scenes.

Over the past number of years there has been a prolif-
eration of research into sketch-based modeling approaches,
across a wide variety of disciplines. Systems adopting the
intuitive and familiar nature of conventional drawing tech-
niques have become a popular alternative to those that use
more traditional user-input. In the design of our system we
speciïňĄcally wanted to provide an interface that could be
used by artists and other non-technical users alike, a sketch-
based interface provided one such solution.

Our work was driven by the need to develop a set of clin-
ical intervention tools in which an artist or non-technical
user could take a locale to which a patient would be famil-
iar and transform it, rapidly, into a fully realized, populated,
3D scene with which the patient could interact. Given these
constraints traditional modeling based approaches to scene
development were not an option and alternate method to en-
vironment representation, an image-based rendering (IBR)
solution, was selected. The method described in this paper
was borne out of the resulting problem; how to populate and
author scenes in which the environment has little, or indeed,
no geometric information. Our approach provides a sketch-
based interface to facilitate the creation of navigation meshes
in geometrically sparse scenes and further annotate the scene
to facilitate the insertion and animation of intelligent vir-
tual agents. We further extend this sketch-based approach
to demonstrate some possibilities for further semantic anno-
tation and how the approach can be used to augment and
author crowd behavior.

The structure of the rest of the paper is as follows: first,
we present our approach to annotation of the environment,
followed by a description of behavior authoring. Next, we
compare our results with a geometry-based method applied
on a reconstructed mesh and discuss issues of our approach.
Finally, we present possible directions for future work.

2. Related Work

Environment representation for path planning. The field

of environment representation for path planning and path
planning itself was extensively studied in the past and an
overview of these methods is provided in [Lat91, LaV06].
Three main approaches are used to represent an environ-
ment; potential field, road maps and cell decomposition.
Potential field methods represent obstacles as areas with a
high potential and use gradient methods to find a path to
the goal [War89]. Road maps capture the connectivity of the
free space by using a graph-based representation. They can
be constructed by connecting visible vertices of the environ-
ment geometry [ACF01], by computing generalized Voronoi
diagram inside the free space [SGA∗07], randomly sampling
free space [BLA02]. The Cell decomposition methods de-
compose the environment’s free space into cells either by ap-
proximating it using predefined cell shapes, such as uniform
grids [ST05] or circles [PLT05], or by representing it exactly
using convex polygons [Sno00, KBT03, LD04, Lam09].

The acquisition of these simplified representations of the
scene for path planning is usually done automatically from
a polygonal geometry (e.g. [MHP13]) and thus is unsuitable
in geometrically sparse environments such as those in image
based rendering (IBR) adopted in our project [CSHD11].

Tools for annotating/authoring populated scenes An-
notation and authoring of populated scenes is still in many
cases a lengthy and a highly specialized task. Several in-
dustry packages exist such as, Massive [mas03] or Golaem
[gol10]. However, the use of these tools requires a skilled
user. A simpler and more intuitive approach was presented
in [UCT04] where a crowd-brush tool, similar to image ma-
nipulation programs, is used to populate and author scenes
with virtual agents.

The recent work described in [?] shows how three dimen-
sional objects can be rendered into 2D images through the
annotation of geometry in the scene. An initial estimate as
to the geometry is made and then is manually fine tuned by
the user. Occluders can also be annotated to create a more
rich 3D environment. Once annotated, animated objects can
be rendered into the scene in a highly believable manner.
Our system uses a similar approach to describing the scene’s
geometry in cases where a proxy geometry cannot be con-
structed.

In [?] a gesture-based approach to behavioral authoring is
described. Through the input of mouse described gestures
a sequence of behaviors for virtual characters can be au-
thored. Our work differs from this approach in that although
we can directly author virtual characters behavior through
sketch based input, the thrust of our authoring approach is
to author the scene and and thus allow the environment to
affect character behavior.

The work described in [?] details an approach to realisti-
cally populating a game world with virtual agents. Specifi-
cally, they control the distribution of the crowd in the scene
through Navigation Flows, a subset of user specified agents
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that endlessly navigate between desired waypoints. We at-
tempt to control crowd distribution also, although in our case
through direct sketch input. Larger sketched waypoints rep-
resent more populous areas of the map and vice-versa. In this
way we can achieve the desired crowd flow for our scenes.

Sketching provides an approach that allows users with-
out necessary technical skills to work intuitively on a highly
specialized tasks. Indeed, sketch-based interfaces are used
in many areas of computer graphics [OIL09] including au-
thoring of populated scenes, animations and behaviors of
virtual humans. In character animation, sketching can be
used to sketch sequences of animated motions (e.g. walk,
jump or flip) [TBvdP04] or to manipulate and constrain mo-
tions from a physically-based animation system [MCC09].
In crowd simulation, sketches are used to control forma-
tion shapes [SPN08,GD11], Oshita and Ogiwara [OO09] use
sketched paths for navigation and to compute basic param-
eters for the crowd following the path (speed of agents and
distance between agents), or to sketch directions for naviga-
tion fields [PvdBC∗11].

In this paper we present novel sketch-based tools to anno-
tate semantic information in geometrically sparse environ-
ments and to populate them with virtual humans. First, we
provide a sketch-based scene annotation tool that caters for
the cases where a proxy geometry both can and cannot be au-
tomatically generated. It must be noted that when sufficient
geometry is present to perform a proxy mesh construction,
as is the case with the IBR system, the resulting mesh may
not have the detail required for a successful automatic anno-
tation of the navigable areas, as shown in Section 4. Second,
we provide clinicians with a basic set of crowd authoring
tools, which can be easily extended in the future, to allow
them intuitively augment and author virtual humans’ behav-
ior. Lastly, thanks to the distributed nature of our crowd sys-
tem we developed a prototype of a network-connected tool
that will let clinicians adapt the behavior of virtual humans
on-line during patient’s interaction with the scene.

3. Method

Although our approach can be utilized with fully modeled
3D scenes we were interested in designing a practical solu-
tion to authoring and annotation in cases where little geomet-
ric detail is available. With this in mind, and in order to pro-
vide a test bed for our method we made use of the IBR tech-
nique as described by Chaurasia and Drettakis [CSHD11].
Using this approach, 3D scenes can be reconstructed from
photographs which fit well with the needs of our proposed
solution.

Figure 2 gives a broad overview of the structure of our
system. We split the description of our method into two dis-
tinct subsections, annotation and authoring. We define anno-
tation as the process of scene description to enable intelli-
gent scene navigation by virtual agents. We define authoring

as the process of modifying virtual agent behavior accord-
ing to user input. Our sketching system does not make use
of any geometric data in the scene, sketches are made upon
user defined proxy geometry or planes, which we will refer
to as navigation surfaces from this point. Our approach can
make use of any geometric data that does exist for the semi-
automatic placement of these surfaces can make use of, the
details of which we will outline later.

Sampling of the userâĂŹs sketch. User sketched con-
tours are the input to describe the navigation mesh. To
generate contours in our system the user sketches the de-
sired outline locations of the mesh onto the navigation sur-
faces within the scene. Simple screen-space unprojection in
conjunction with ray-triangle intersection is used to deter-
mine the sketch intersection points in the navigation surface,
which lie in world space. These sketches are visualized in
real time in order to ensure that the user has maximum con-
trol over the desired contour.

It is important to note that the sampled points represent
the vertices in our final navigation mesh. It is, therefore,
highly desirable to limit these points in order to limit the
number of polygons present in the final mesh as this directly
influences the complexity of agent navigation. With this in
mind we capture user sketches at the highest frequency avail-
able, to capture as much data as possible. When the sketch
is complete, we iterate through the list of connected points
and remove any whose distance from the previous point is
less than a pre-determined sample threshold α. This tech-
nique greatly reduces the number of samples, thus allowing
for explicit control of the complexity of the final mesh. We
include the ability to smooth the sketch and resultant sample
points through spline interpolation but we have found that
this, while visually appealing, introduces too large a devia-
tion from user input.

3.1. Annotation

Our approach to scene annotation follows a pattern similar
to that of traditional approaches. The general order of anno-
tation is as follows:

1. Depending on nature of input data place or sketch navi-
gation surface(s)

2. Sketch navigable area(s)
3. Sketch obstacle(s)
4. Sketch waypoint(s)

Depending on the type of input data to the system, proxy
geometry may need to be manually laid upon which to
sketch. Most of our testing was performed using the system
described in [CSHD11]. As such we may, depending on the
level of noise in the data, reconstruct a suitable proxy ge-
ometry upon which to sketch directly from the point cloud
generated by this system. If one is working with data that
does not allow for automatic construction of proxy geome-
try such as 2D images [?] or if a suitable geometric repre-
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Figure 2: Overview of our system.

sentation can not be automatically constructed then we must
manually construct a proxy geometry. To this end the first
step in our approach is to fit planes or navigation surfaces to
the desired areas in the scene. Figure 3 shows an example of
a placed navigation surface.

Figure 3: Large user placed navigation surface, in green,
upon which the navigable area can be sketched.

Considering the case where automatic construction of
the proxy geometry is not possible our system provides a
method of constructing such. Navigation surfaces can be
placed in the scene in a number of ways. If there is suffi-
cient geometry in the scene then the user can sketch on the
proxy surface where there is deemed to be a navigable area,
an approximate navigation surface is automatically gener-
ated from the sketched points. If there is inadequate geome-
try for this approach then a plane can simply be added to the
scene which then can be adjusted by the user until the desired
fit has been acquired. Quite often, given the constraints of
image based scene reconstruction, the scenes are relatively

simple and only a small set of navigation surfaces need to be
placed. Scenes with a more complex geometry are catered
for by our system as many surfaces can be placed and ad-
justed by the user. Once a coarse proxy geometry has been
described upon which a user can sketch, construction of the
final navigation mesh can begin.

The user defines the navigable areas through sketching
outlines as desired directly on the scene. Once the sketch
is complete the contour is automatically closed and the re-
sultant affine hull is then triangulated [KBT03] and out-
putted in a format that can then be processed by a behav-
ior planning system. We use the method from [LD04] for
global path planning and [POO∗09] for local dynamic colli-
sion avoidance. In the simplest case, one single closed con-
tour can describe the navigable area. Often, however, where
more complex geometry is involved it is not feasible to de-
scribe the entire navigable area with a single sketch. There
are many cases in which this can occur and in an attempt to
cater for this, our system allows the user to move about the
scene and describe, by sketch input, multiple navigation ar-
eas. These areas may or may not be connected. Our system
merges connected sketched contours into a single navigable
area and also allows for multiple disconnected areas. The
next stage in completing our navigation mesh is the descrip-
tion of obstacles within the mesh (i.e. cars, trees, lampposts,
etc.). We use exactly the same sketch-based approach to out-
lining these obstacles. Once the borders of the obstacles have
been sketched, via outlining their bases on the navigation
surface, the resulting borders are added to the final naviga-
tion mesh. Figure 8 shows two examples of an outputted final
navigation mesh for a simple scene (bottom row).

Now, that a final navigation mesh has been constructed,
we can begin to populate the scene with virtual characters. In
order to allow agents that are capable of intelligent naviga-
tion, rather than random traversal, we require additional in-
formation. We cater for this situation again via sketch-based
input. Hotspots, or way-points, can be sketched directly on
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the navigation surfaces. These hotspots are the areas in the
scene between which the agents will navigate. Although the
hotspots may be used in the construction of a traditional
waypoint map, they can also represent additional informa-
tion via their size. Larger hotspots represent more active and
more populous areas in our scene. As an example, for a large
square in a scene we can use a larger hotspot as we wish
more agents to navigate to this area, wish them to linger in
the area longer before moving on, etc. Using a hotspots size
as input, therefore, allows us to implicitly author a set of
agent and system behaviors in that the size of the sketched
hotspot directly affects the agent navigation and behavior
systems. Our sketch-based approach leads to an intuitive au-
thoring of these features as larger sketched contours repre-
sent larger hotspots. Any number of these hotspots can be
placed in the scene according to user preference. In conclu-
sion, hotspots as well as providing the information required
for scene traversal also provide a useful semantic for crowd
behavior as well as initial scene population.

3.2. Authoring

The annotation phase facilitates the placement of crowds
within our scene. To provide a richer set of agent behaviors
and a more meaningful user experience, we require a method
of scene authoring. No completely autonomous agent model
can sufficiently capture the entire space of possible agent
behaviors and interactions. In order to produce customizable
scenes we propose a method of providing scriptable agent
behavior through a set of tools designed for artists or other
non-technical users. Through these tools we allow for the
offline and online modification of agent behavior through
sketch-based input, including:

• Sketch-based population of environment
• Sketching paths
• Sketching behavior patches
• Sketching interaction patches

Scenes can be populated automatically according to the
number and sizes of the hotspots or by manually placing
agents into the scene one at a time. We also allow for the
selective deletion of agents via sketching.

Users may select an agent, or agents, by sketching around
them. Once the agent(s) have been selected the user may
sketch trajectories for them to follow. Figure 4 shows one
such user defined path. These paths override the scene way-
points. The agents may stop once they reach their destination
or, if desired, may resume navigation of the scene. This al-
lows a user to set up the scene with a combination of static
and dynamic characters in order to realize their desired sce-
nario and/or to manipulate the scenario in real-time accord-
ing to need.

Although our system caters for a traditional pick and con-
trol interaction seen in many modern video games (i.e The
Sims), the main objective of our approach was to provide a

Figure 4: Sketch described path that the selected virtual
agent will follow.

Figure 5: Examples of sketched behavior patches, upon ar-
rival the animated agents will perform an action. (In these
cases the agents dance.)

quick and intuitive solution to author the scene itself. The
authored scene then affects the virtual agents within it. In
order to imbue our virtual agents with a richer behavior
set we include the ability for the user to describe behav-
ior patches. Simply having crowds navigating the scene cor-
rectly provides limited usability for our potential scenarios,
we need crowds to demonstrate a wider behavioral variety
to allow for increased user “presence” in the virtual environ-
ment. Therefore, we need some method of scripting agent
behaviors, the sketching of these patches provides this abil-
ity. The user can outline an area, much like the description of
waypoints, inside the navigation mesh that he wishes virtual
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Figure 6: Visualization of a simple scene that has been hand authored by a user using sketch based input. (Note that annotated
elements have been abstracted for the purposes of clarity.)

agents to interact with in some way (i.e. Agents should stop
and look at a car, take a phone call, etc.). Figure 5 shows an
agent whose behavior has been modified through a behav-
ior patch. Our system allows for agents to hit these patches
randomly or they can be authored, via a sketched path, to
do so. Another important feature of behavior patches is that
they can be used as in interface to more scripted portions of
the user experience. As a user guides an avatar over these
patches we can use this as an event that can be used to drive
agent behavior. This allows for far richer crowd behavior and
demonstrates the extensibility of our approach in rapidly an-
notating, in a highly customizable fashion, the scene through
sketch input.

Behavior patches allow for the scripting of single agent
behaviors that interact with the environment or change their
state somehow. In order to facilitate the scripting of inter-
agent behaviors we adapt the idea of interaction patches
[SKSY08] [KHHL12] to our sketch-based system. The user
may select any number of agents and sketch an interaction
patch. The selected agents will navigate to the patch and per-
form the desired interaction, the behavior and animation sys-
tems ensures spatio-temporal correctness. This provides an-
other powerful tool in the creation of custom scenarios.

Figure 6 shows a fully authored simple scene. Note the
varying sizes of the waypoints, this gives a rough indication
of the population distribution within the map.

4. Discussion & Future Work

The presented sketch-based solution to annotation and au-
thoring of 3D environments is robust and intuitive. The tools
we provide allow users to annotate geometrically impaired
scenes with navigable areas, obstacles and waypoints, popu-
late them with virtual humans and author their behaviors.

As a preliminary evaluation of the navigation meshes cre-
ated by sketching, we compare the navigation meshes cre-
ated by our sketching tool to the navigation meshes auto-
matically constructed by the state of the art tool-set, Re-
cast [MHP13]. In order to perform the automatic construc-
tion, we leveraged the availability of the point cloud in our
IBR data sets to reconstruct a mesh suitable for use with Re-
cast using a 3D modelling tool. Figure 8 clearly shows that
this approach does not generate suitable results, displaying
errors in mesh size, orientation and continuity. The meshes
simply do not contain the geometric granularity to produce
satisfactory results.

It is often the case that, even when created from fully
modeled geometry, the output of automatic navigation mesh
construction tools contain areas where the author would not
wish virtual agents to navigate. While methods are available
to deal with these cases, many are cumbersome, involving
vertex manipulation. A sketch-based approach could be used
in conjunction with these tools to provide a more intuitive
user experience.
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Understanding the limits of this approach to authoring is
key. While we can direct general crowd behavior and their
navigation strategy reasonably well, to achieve truly com-
plex, event driven experiences for users some offline author-
ing is essential. One major advantage of our approach is that,
through behavior patches, it does provide a customizable in-
terface to these more heavily scripted portions of the narra-
tive.

A current drawback of our approach is the requirement
that, in the cases where suitable geometry can not be auto-
matically constructed, proxy geometry has to be constructed
by the user. This proves to be the most challenging aspect
of scene annotation stage. In cases where there is no geom-
etry available it would be beneficial to leverage work done
in the automatic construction of the proxy geometry through
image analysis [?]. The test data sets we used mostly con-
sisted of simple scenes with a relatively simple geometry,
an obvious issue would arise given a scenario with complex
as the number of surfaces that would need to be defined in
this case could quickly become unfeasible. Our system was
designed with specific deployment scenarios in mind, specif-
ically small outdoor scenes that potential patients would be
familiar with. Figure 3 shows a typical environment that we
would wish to model and author though our system. So while
complex geometry may be a problem in general application
of our method, it presents little problem for our planned clin-
ical applications.

The other issues we face in our application are related to
the state of the art in image-based rendering and crowd sim-
ulation and animation, all of these systems are of critical im-
portance in determining how well the final scenes perform.
Depending on the reconstruction that is used there can be a
myriad of graphical artifacts both major and minor, for ex-
ample the ground surface in the 3D representation that we
used as a test-bed is not perfectly flat having a slight un-
dulating texture. This leads to small visual anomalies at the
agents feet. Occlusion artifacts can occur in those portions
of the reconstruction where there exist inaccuracies in depth.
All of these issues are becoming less and less of a problem as
these techniques have, even since the authoring of this paper,
taken large strides in graphical fidelity [CDSHD13].

4.1. Future Work

As we developed our tool as a real-world authoring solu-
tion we investigated a number of deployment avenues. One
of the prototypes featured a distributed framework where a
“director” (clinician) can change agent behavior in a scene
via sketch-input from a tablet or mobile device. The scene
that the “director” interacts with is a lower dimensional rep-
resentation of the 3D scene, in that it does not depict the
geometry of the scene, only that subset that allows scene di-
rection. Figure 7 shows an example of this low dimensional
representation. Much of the same functionality was utilised
with the user being able to define navigable areas, obstacles,

waypoints. This approach successfully allows for dynamic
agents selection and path sketching in the scene that the user
is interacting with. In this case the user was interacting with
a fully realised scene and we believe this demonstrates the
flexibility of the sketch based approach to scene authoring.
We are planning to extend this basic functionality with more
gestures to allow the “director” intervene in a variety of ways
that allows even more personalized treatment.

Figure 7: View of the “directors” interface in the distributed
sketch prototype. Only those aspects of the 3D scene that
allow the user to direct the scene are represented. Obstacle
edges are represented by grey lines, sketch input is depicted
in green

Sketch-based approaches provide an exciting, almost in-
finitely extensible, solution to scene authoring. Our method
only provides a small subset of possible tools but the sys-
tem was designed with ease of extensibility in mind. The
combination of our technique with current annotation tools,
such as Recast, would allow for an intuitive interface for nav-
igation mesh construction and refinement. This combined
with a simlilar sketch-based approach to scene authoring
would provide artists with a powerful set of content creation
tools. A major further extension to our approach to authoring
would be the creation of a sketch-driven “interactive story-
boarding” solution which would allow for the sequencing
of multiple linked events, creating interactive stories in real-
time. While there are a number of problems that need to be
overcome we are confident that the sketch-based approach
as described in this paper could be extended to deliver such
a system.

As our tools are meant for artists and other non-technical
users, intuitive interaction with the system is expected. A
novice user should be able to quickly an accurately describe
a navigation mesh and associated waypoints. An important
part of our future work, therefore, is to run a user study to
evaluate usability and effectiveness of our interface.
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Figure 8: Top Row: Visualisation of the navigation meshes automatically constructed through the widely adopted Recast tool.
In both cases the mesh is a triangulation of the sparse depth map which is used for 3D reconstruction. We can see that the
automatic reconstruction cannot describe accurately the desired navigable areas of the scene. Bottom Row: Visualisation of
navigation mesh as described by our tool, navigable area is described within the red contour.

5. Conclusion

Image based reconstruction of 3D scenes has been for some
time an active area of research. As these reconstruction
methods become more and more believable and accurate
[CDSHD13] their true value as an alternative to fully mod-
eled scenes, especially in scenarios where cost and rapid de-
ployment are critical factors, should become apparent. In or-
der to make full use of these representations, we must have
some way to annotate, populate and author them. In this pa-
per we present a sketch-based approach to the construction
of navigation meshes in geometrically sparse environments
and further demonstrate how a similar approach can be used
to allow for both off and on-line annotation and authoring.
It can facilitate the rapid delivery of immersive, customiz-

able, interactive 3D environments populated with realistic
and intelligent virtual agents. In our case this technology is
designed for the rapid development of personalized interven-
tion scenarios by physicians, but the approach outlined here
can be applied to many domains.
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