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Abstract

This paper contains the solutions of few exercises of basic category
theory.
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1 Preliminaries

This the paper is not self-contained, and the reader is expected to have a basic
knowledge of category theory; material such as books or lecture notes are needed
in order to find the definitions which are not explicitly given.

I am responsible for all the mistakes contained in this paper, and, on this
score, I would appreciate any feedback. Please send any question or comment
to the address bernargi@tcd.iel

TThis study was supported by SFI project 06 IN.1 1898.
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1.1 Set theory

We will use the néive definition of set, so as to be not concerned with founda-
tional issues.

e We say that R is a binary relation between A and B if and only if R C
A X B.

e A function is a binary relation R C D x C such that the conditions a and
b are true:

a) if (z,a) € R and (z,b) € R then a =b
b) if € D then (z,y) € R for some y € C

The set D is the domain (or source) of R and the set D is the codomain
(or target) of R. We denote these sets as src(R) and trg(R). A function
can be thought of as a deterministic relation. Note that what we refer to
as “functions” are often called total functions.

e Hereafter we will use the symbol = with the meaning “if and only if”.

o We will use the infix notation when reasoning about relations; for instance,
if R is a relation then
a(R)b = (a,b) € R
If R is a function then

b= R(a) = a(R)b

e The composition of relations R C A x B and R’ C B x C is denoted R; R’
and
a(R; R)b=3d .a(R)a’ Aa' (R')b

1.2 Preorders

Definition 1.1. [ Preorder |
A binary relation R on a set S is preorder if it is

1. reflexive, for every a € S we have aRa
2. transitive, for every a, b, c € S we have aRb, bRc implies aRc O

To denote preorders, we will use the symbol <, possibly with some subscripts,
as in <4, <pg; to denote the algebraic structure given by a set and a preorder
relation on it, we will use the symbol (A, <4 ).

Definition 1.2. [ Poset |
A partially ordered set, or poset, < is a preorder relation that is anti-symmetric.
Formally, if a < b and b < @ then a = b. O]

Definition 1.3. [ Lower, upper bound ]

Let ( P, <p) be a preorder and let S C P. An element x € P is a lower bound
of S'if z <p s for every s € S. An upper bound is defined dually. The set of
lower bounds of S is denoted S* and defined as
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1.3 Monoids

Lemma 1.4. Let ({u}, %, u) be a monoid with only the unit element, and
let (M, +, e) be a monoid. There exists a unique monoid homomorphism f :

Proof. Consider the constant function f(z) = u for every x € M. We have to
prove that

(a) f(z+y) = f(z)=* f(y)
(b) fle)=u

Point (b) is true by definition of f. Point (a) is true again by definition of f
and because

fle+y) =u=uxu=f(z)*f(y)

Now we have to prove that if g : M — {u} is a monoid homomorphism
then g(x) = f(z) for every z € M. Since g is a monoid homomorphism, g has
to be a function; since the codomain of g has only one element it follows that
g(x) =u= f(z) for every x € M. O

Lemma 1.5. [ Product of monoids ]
Let ( My, -, u1 ) and ( Ma, +, uz ) be monoids, and let the operation * be defined
as

(a,b) * (a',b) = (a-d',b+ 1)

1) The structure { My X Ma, *, (u1,us)) is a monoid

2) the function fst : My x My — M; defined as fst((a, b)) = a for every
(a, b) € My x My is a monoid homomorphism

3) the function snd : My x My — My defined as snd((a, b)) = b for every
(a, b) € My x My is a monoid homomorphism

Proof. The proof can be found in any book on algebra, and we skip it. O

Lemma 1.6. Let ( My XMy, *, (u1,us) ) be the product of the monoids { My, -, uy )
and ( Ma, 4+, ug ), and let { M3, o, ug) be a monoid such that there exists two
monoid homomorphism f : M3 — M; and g : M3 — Ms. The function

u : M3 — M x My defined as u(z) = (f(x),g(x)) for every x € M3 is a
monoid homomorphism.

Proof. We have to prove that u enjoys two properties,
(a) u(aob) =u(a)*u(b)
(b) u(uz) = (u1,uz)



We prove point (a).

u(a o b) = u(a) * u(b)

{definition of u}

(f(aob), glaob)) =ufa) * u(b)

{f, g monoid homomorphism}

(f(a) - f(b), g(a) +g(b)) = u(a) * u(b)

{definition of u}

(f(a) - f(b), g(a) + g(b)) = (f(a), g(a)) * (£(b), g(b))
{definition of %}

(f(a) - f(b), g(a) +g(b)) = (f(a) - f(b), g(a) + g(b))
{identity}

true

Point (b) follows form the definition of w and the fact that f and g are monoid
homomorphism,

u(uz) = (f(uz), g(us)) = (u1, uz2)

1.4 Composition preserves equality

Category theory has one axiom which normally is not explicitly stated ([Awol0),
Cro94, [Pie91], and that is crucial in our arguments. Let A, B,C and f,g,z,y
be objects and arrows as in the diagram below

A ! B

g x

B C
Y

An axiom states that arrow composition preserves equality:
iff=gandx=ythenzof=yog

The right-most equality means that the diagram above commutes.

In a sense, if f = g and = = y then what we thought of as two arrows, turns
out to be one, that we happen to denote with two different names. For example,
under the hypothesis of the axiom, the diagram above collapses to

I g% ¢
y

2 Categories and functors

Exercise 2.1.
no. 1.9 (1) in [Awo10]

Let Rel be the following category: take sets as objects and take binary relations



as arrows. The identity arrows on an object A is the identity relation, while the
composition of arrows o is defined as:

RoS=S5;R
(a) Prove that Rel is a category

(b) Show also that there is a functor G : Sets — Rel taking objects to
themselves and each function f: A — B to its graph,

G(f)={(a,f(a)) e Ax B |acA}

(¢) Finally, show that there is a functor C : Rel®® — Rel taking each relation
R C A x B to its converse R°®? C B x A, where,

(a, b) € R if and only if (b, a) € (R)°

Proof. (a) We are required to prove that the Rel is a category.
We begin by proving the existence of the identity arrows.

First note that for each object A there exsists the identity function ¢4, which
we can take as the identity arrow.

We have now to show that the composition of relations ; satifies the axioms
of the arrow composition o.

e Identities:
Let A be an object of Rel; by definition of Rel, A is a set, and as
suggested in the exercise, we define the identity relation on A as

ta={(a,a) | a€ A}

Note that ¢4 is a binary relation, so it is indeed an arrow of Rel, and
ew take it as the identity arrow of the object A.

Having defined the identity arrows, we have to prove the unit axioms.
For every arrow R : A — B we have to show that (1) Rotg = R and
that (2) 1, o R = R, which by definition of o means that we have to
prove the following two set equalities

(1) LA; R=R

(2) Riup =R

We show point (1); to prove the equality we have to show that t4; R C
R and that R C i4; R. The proof follows.

a(ta; R)b

{Definition of ;}
da’.a(ta)a’ N a'(R)b
{Definition of 14}
Ja’.a=ad ANd (R)b
{Meaning of =}

(@ (R)D){ afa’ }
{Syntactical substitution}
a(R)b



The passages above prove that
a(ta; R)b = a(R)b

which means that the set inclusions we are after are true.
A simmetrical argument can be used to show that ¢, o R = R.

e Composability: We have to show that for any arrows R and S, if
trg(S) = src(R) then R o S is an arrow of Rel, src(Ro S) = sre(S)
and trg(Ro S) = trg(R). These properties follow from the definition
of o in Rel and from the properties of the relational composition ;.

e Associativity:
Suppose
f g o N D

A < B«

Set theoretically this means that
RCBxA, SCCxB, TCDxCC

We have to prove that Ro (SoT) = (RoS)oT. By definition of o, this
amounts is proving (T;.5); R = T;(S; R), and to this aim we have to
show that two sets inclusions are true. Consider the following logical
implications.

al(T; S); R]b

{Definition of ;}

Je.a(T; S)e A c(R)b
{Definition of ;}
Je.(3d.a(T)d Ad(S)e) A e(R)b
{Quantifier extrusion}
de,d.a(T)d A d(S)c A e(R)b
{Quantifier extrusion}
Ad.a(T)d A (Fe.d(S)e A ¢(R)D)
{Definition of ;}

Ad.a(T)d A (d(S; R)b)
{Definition of ;}

a[T; (S; R)]b

In short, the passages above show that a[T’; (S; R)]d = a[(T;S); R]d,
so (T;5); R € T;(S; R) and T (S; R) € (T7.5); R.

We have shown that the composition of relations ; satisfies the axioms of
the arrow composition.

We have proven that Rel is a category.

(b) We have to show that G preserves the structure of the category Sets. Pre-
cisely, we are required to prove the three following properties.

(i) f: A— B implies G,(f) : G,(A) — G,(B)
(i) Galta) =ta,(a)
(iii) Ga(fog) = Ga(f)oGalg)



We proceed with the proofs.

(i)

(iii)

Let f: A — B in Sets; this means that f C A x B. By definition
G,(A) =4, G, B)=B

so G,(A) and G,(B) are indeed objects of Rel.

We have to prove that G,(f) is an arrow in Rel, that src(Go(f)) = A
and that trg(G,(f)) = B. From the definition of the category Rel, it
follows that we are required to show that G4(f) € A x B. This follows
from the very definition of G,(f) and the fact that f C A x B.

Now we want to show that G4(ta) = tg,a).- Note that from the
definition of G it follows G,(A) = A, and so we have 1, (4) = ¢4; this
means that we have to prove G,(ta) = ta, that is (1) ta C Ga(ta)
and (2) Gg(ta) C ta.

Consider that by definition of G, we have

Go(ta) ={(a,a) e AxA|ac A}
The proof of the set inclusions follows.

a(Gga(ra))d

{Definition of G,(t4)}

a =t4(a)

{Because ¢4 is a function}
a(tp)d

The proof that a(t4)a’ implies aGy(t4)a’ can be obtained reading the
passages from the bottom to the top.

We have left to prove that Go(fog) = Go(f) 0o G.(g). What we really
have to prove, thanks to the definition of o, is that

Ga(g; ) = Gal9); Ga(f)

Since the equality above is set-theoretical, we are required to show that
Ga(9; ) € Galg); Ga(f) and that Ga(g); Ga(f) € Galg; f). Consider
the following passages.

alGalg; Dle

{Definition of G,}
¢=(g;f)(a)

{Because g; f is a function}
alg; f)e

{Definition of ;}

b.a(g)b A b(f)c

{Because f and g are functions }
Ib.b = g(a) Ae= f(b)
{Definition of G,}
35.0(Ga(g)b A B(Galf))e
Definition of ;

alGa(9); Ga(f)le



(¢) We have to exhibit a suitable C. Instead of showing directly a functor from
Rel®® to Rel, we show a functor from Rel®? to (Rel)’, where the objects
of (Rel)® are sets, and the arrows (R)° are defined by the statement

(a, b) € R if and only if (b, a) € (R)°
for every binary relation R.
We define C to be the pair (C,,C,), where C, = Z and

Co(R?: A— B) = (R°:A—B
Co(RPoSP:A—C) = ((R)°:src(RP)— C)o((5)°: A— trg(S°P))

Now we have to prove the following.

(i) If there exists the arrow R°P : A — B in Rel®” then there exists
Co(RP) : Co(A) — Co(B) in (Rel)®
(i) Calea) = e,
(iii) Co(ROP 0 SP) = C\y(RP) o Cy(S°P)

We give the proofs.

(i) Let R°? : A — B be an arrow of Rel®”. The existence of this arrow
means that there exists an arrow R : B — A in Rel, and thus there
exists the arrow (R)° : A — B in (Rel)®.

By definition the objects C,(A) and C,(B) exists in (Rel)®, and they
are exactly A and B, because the functor C' is the identity on objects,
thus we have shown that (R)° : C,(A) — C,(B) exists in (Rel)’.

(ii) Since C,(A) = A, we are required to prove that Cy(ta) = ta. By
definition Cy(1a) = (14)°, so all we have to show is that (14)° = v4;
this follows fro mthe definitions of 14 and (—)°.

a((va)”)b

{Definition of (—)°}

b(LA)CL

{Definition of ¢4}

b=a

{Definition of ¢4}

a(ta)b

(iii) Let R°? : B — C and S°? : A — B be two arrows in Rel°?, and
consider their composition R°P o S°P. We have to prove

Co(R% 0 S%P) = 4 (R°P) 0 O, (S°P)

By definition

Ca(R 0 S%) = (R)" 0 (8)”
Since the left hand side of the equality above is exactly C,(R°P) o
C,(S°P) have nothing more to prove.

We have shown that C is a functor from the category Rel°? to the category
(Rel)’; our aim, though, is to prove that C' is a functor from Rel°® to Rel.
This is true because the category (Rel)® equals the category Rel. Indeed,
the objects of Rel°® and Rel are sets, and for every arrow R in Rel, also
(R)° is an arrow in Rel., and vice-versa.

O



2.1 Categories and preorders

Hereafter, we use the symbol Pre to denote the category of preorders, and the
symbol Cat the denote the category of small categories.

Exercise 2.2.
We can read in pag. 9 [Awol10] the following sentence:

[...], any category with at most one arrow between any two objects
determines a preorder.

I do not understand why the hypothesis at most one arrow between any two
objects is needed. For instance, below there is a simple of a category with
more than one arrow between its objects that determies a preorder. For a more
general argument see [2.8

What the sentence above means is that if the hypothesis is true, than the
preorder determied by the category is isomorphic to the category itself.

Example 2.3. Consider the finite category:

f
g

A B

Now we define < by the statement
A — Bif and only if A < B.
A more precise statement is
(there exists f: A — B) if and only if A < B.
We apply the latter to the category above, so we get the relation

<= { (A,A),(B,B),(A,B) }

Plainly, the relation < is a preorder, and the category above has more than one
arrow from A to B. O

Lemma 2.4. Let (A,<4) be a preorder, and let <a have, as objects, the
elements of A, and for every pair (a,b) €< an arrow (a,b) : a — b. Given
any arrow (a,b) let sre((a,b)) = a, trg((a,b)) = b; moreover let o be defined as
follows

(a7 b) ° (bv C) = (aa C)

The symbol <A denotes a category.

Proof. All the axioms derives in a straightforward way from the properties of
the preorders. We prove two of them.

Existence of identities
Let a be an object of <a; by definition a is an element of A, so (a,a) €<y
because of the reflexivity of the relation. The identity arrow on the object a
is 1o = (a,a), and the previous argument shows the existence of an identity
function for every object of the category.

Existence composed arrows
If (a,b) and (b, c) are arrows of <A then also their composition, (a,b) o (b, c) is
an arrow, because by definition it equals (a,c) and because of the transitivity
of <y4. O



Proposition 2.5. [ Arrows are unique |
Let <, be the category that arises from the preorder ( P, <p), and let A and
B be two objects of <,. There is at most one arrow between any two objects.

Proof. We have to prove that is f: A — B and g : A — B are two arrows in
<p, then f = g. By construction of <y, the arrow f is the pair (A, B) and the
arrow g is the pair (A, B). It follows that f = g. O

Corollary 2.6. Let <j be the category that arises from the preorder (P,<p).
Let f,g,h be arrows in <p as in the following diagram.

p—1 ¢
g N
A

The diagram commutes, that is f o g =h.
Proof. We know that fog: A — C, so Proposition 2.5 implies fog=nh. O

Lemma 2.7. Let h be a monotone function from the preorder {( A, <4 ) to the
preorder ( B,<p), thatish: (A, <4) — (B,<p) in Preﬂ
Define h as the pair (h),, and (h),, where

i (}AL)O =h

o (a((a,b) = (h(a), h(b)
Moreover let sre(h) = <a and trg(h) = <g. In the category Cat there exists
the arrow h: <p — <g.

Proof. We have to prove that h enjoys the three properties of functors.

(1) If (a,b) : a — b is an arrow in <a then hq((a,b) : a — b) = (¢, d) :
ho(a) — ho(b) is an arrow in <pg

(2) iLa(La) = Lho(a)

(3) ha((a,b) o (¢,b)) = ha((a,b)) o hu((b, )

We prove them one by one.

(1)

(a,b) :a — b

{By definition of <}

(a, b) e<gy

= {Because h is a monotone function}
(h(a),h(b)) €<p

{By definition of <g}

(h(a), h(b)) € Homey (h(a), h(D))
{By definition of h,} A A
(h(a), h(b)) € Homey (ho(a), ho(D))

land h: A — B in Sets.

10



ila(ba) = Lilo(a)

{By definition of identity arrow in <a}
Pal(0,) = 11,0

{By definition of A and h,((a,b))}
(h(a). h(a)) = 17,

{By definition of h,}

(h((l), h’(a‘)) = lh(a)

{By definition of identity arrow in <g}
(h(a), h(a)) = (h(a), h(a))

{By identity}

true

]t”a((aﬂ b)o (b7 C)) = i"a((a’v b)) o i"a((bv c))
{By definition of o}

ha((a,¢)) = (h(a), h(b)) o (h(b), h(c))
{By definition of h,}

(h(a), h(c)) = (h(a), k(b)) o (h(b), h(c))
{By definition of o}

(h(a), h(c)) = (h(a), h(c))

{Identity}

true

Exercise 2.8.
no. 1 (8) in [Awo10]

Any category C determines a preorder P(C) by defining a binary relation < on
the objects by
A< Bifandonlyif A— B

(a) Show that P determines a functor from categories to preorders, by defining
its effect on functors between categories and checking the required condi-
tions

(b) Show that P is a one-sided inverse to the evident inclusion functor of pre-
orders into categories

Proof. The solution of the exercise is divided in two parts.

(a) We begin by defining the offect of the funtor P on the objects of a category
C. Let

<c={(A,B) | Homc(A, B) #0}

The set <¢ is a preorder relation. Indeed, the existence of the identity
arrows for each object ensure that Homg(A4, A) is not empty, and so <¢
is reflexive. The transitivity of <¢ follows form the definition of arrow
composition. Let A <¢ B and B <¢ C, then Homc(A, B) # 0 and
Homcg (B, C) # 0, therefore we can pick a f € Homc(A, B) and an arrow

11



g in Homg(B, C), so as to compose them g o f. The axioms of categories
ensure that the composed arrow exists in C, so Homg (A4, C) # 0, and so
by definition we have A <g C. Note also that we have used no particular
assumption on C, thus <¢ is defined for every category.

We have proven that the algebraic structure {0bjC, <c) is a preordered
set. We are ready to define the functor P:

PO(C) = <ObjCa SC>
P,(F:C—D)=F,: (objC, <¢g) — (0bjD, <p)

We are required to prove that P is a functor from Cat to Pre, that is we
have to show the following facts.

(1) for every functor F' : C — D in Cat the arrow P(F) : P(C) — P(D)
exists in the category Pre

(2) Pa(tc) = tp,(c)
(3) Pa(FOG) :Pa(F)OPa(G)

We give the proofs.

(1) Let F: C — D be an arrow in Cat. We are required to show that
P,(F) is a preorder homomorphism, that is for every A, B objects of
C, if A <¢ B then (P,(F))(A) <p (P.(F))(B).
By definition (P,(F))(A) = F,(A) for every object A, so we have to
show that for every A, B objects of C, if A <¢ B then F,(A) <p F,(B).

A<cB

{Definition of <c}

3f.f € Homec(A4, B)

= {Functoriality of F'}

IFa(f).Fa(f) € Homp (F,(A), Fo(B))
{Definition of <p}

FO(A) <p FO(B)

(2) We prove the second point: P,(tc) = tp,(c)- By definition 1p, (¢) =
L{objC,<c)> SO We have to show the equality

(tc)o = L(objC,<c)

Note that the arrow ¢(op;c,<c) is the identity homomorphism on the
preorder (0bjC, <¢), that is

A(t(objc.<c))B=A=B (1)
Now we are ready to prove the result.

A(Lc)OB
{Identity}
A=B
{Equation ()}
A(t(ovjc,<c))B

12



(3) Let F: B— C and G : A — B two functors; we have to prove that
P,(F o G) = P,(F) o P,(G).
We already know that P,(F o G) is a function, because we have proven
it is a monotone one.

A(P,(F o G))C

{Definition of P}

A(F 0 G),C

{Definition of funcotr composition}
A(F, 0G,)C

{Functoriality }

IB.B = G,(A) ANC = F,(B)
{Definition of P}

3B.B = (P(G))(A) A C = (Pu(F))(B)
{Composition of monotone functions}

A(Po(G) o Po(F))C

(b) For the time being, we limit ourselves to the understanding of which functor
is the “evident inclusion functor of preorders into categories”. In particular,
we define the functor I : Pre — Cat, which maps each preorder to a
category, and each monotone function to a functor.

Let I be defined by the following pair

I,((A,<4)) =<a A
I,(h: (A <) — (B,<p))=h

We have to prove that I is a functor; that is

(1) Ifh: (A, <4) — (B,<p)isanarrowin Pre then I, (h) : I,({A,<4)) —
I,({ B,<p})) is an arrow in Cat

(2) La(tiacay) = tr(a<ay)

(3) Ia(hog) = Ia(h) © Ia(g)

We prove the three properties stated above.

(1) Let h : (A, <4) — (B,<p) in Pre; we have to show that I,(h) :
I,((A,<4)) — I,({ B,<p)) is an arrow in Cat. In view ofLemma
we know that I,({ 4, <)) and I,({ B,<p)) are objects of Cat, namely
SA and §B~
By definition we know that I,(h) = h, thus, to complete the proof of

(1), we are required to show that h is a functor from <4 to leqg. This
follows from Lemma ([2.7]).

(2) We have to show that I,(t(a,<,)) = tr,((A,<4))- First of all, we use
the definitions to show the equality that we will actually prove.

To(tia,<a)) =LA <a))
{By definition of I,}

Ta(t(a,<q)) =t<a
{By definition of I,}

L{A,<a) = l<a

13



On both sides of the last equality there are functors, so we have to
prove two equalities, (1) that the functors act in the same fashion on
the objects, and (2) that the functors act in the same fashion on the
arrows. Formally, we are required to show

—

(a) b= (1{a,<4))o(@) = b= (1<a)o(a)
(b) (a,0) = (1{a.<a))al(cd) = (a,0) = (t<a)al(c, D))

We prove (a).

b= (azphle)

{By definition of (4 <))o}
b=1a<4)(a)

{Because ¢( 4,<, is an identity function}
a=1"b

{By definition of identity functor}

b= (1<0)o(@)

Now we prove (b).

(CL, b) = (L@>)a((cv d))

{By definition of (¢{a,<,))a}

(a,0) = (1a,<4)(c);0a,24)(d))
{Identity function}

a=cANb=d

{By definition of identity functor ¢<, }

(a’a b) - (LSA)H((Cv d))

Now we have to prove that I preserves composability of arrows, I,(h o
g) = I,(h) o I,(g). Given the definition of I, it suffices to prove that

hog=hoj

From Lemma it follows that both sides in the equality above are
functors, thus we have to prove two equalities,

(2) b= (o g)o(a) = b= (b0 §)o(a)
(b) (a,b) = (hog)a((c,d)) =b= (hog)al(c,d))
We prove (a).

b=(ogla)
{By definition of h o g}

b= (hog)(a)
= {By definition of function composition}
b= h(g(a))

{By definition of (=),}

b= (h)o((9)o(a))

{By definition of function composition}

b= ((h>o o (g)o)(a‘)

{By definition of functor composition}

b= (hoj)(a)

14



We prove (b).

(a,b) = (Ao g)a((c, d))
{By definition of (—),}

(a,b) = ((h o g)(c), (hog)(d))

{By definition of function composition}

(a,b) = (h(g(c)), h(g(d)))
{By definition of (

(Z)a}
(a,b) = (A)a((9(c), g(d)))
{By definition of (—).}

(a.b) = (R)a((9)a((c,d)))

{By definition of function composition}

(a,0) = ((h)a © (9)a)((c, d))

{By definition of functor composition}

(av b) = (il ° g)a((c7 d))

‘We have thus shown that I is a functor.

O

3 Inverses, isomorphisms, monomorphisms and
epimorphisms
Definition 3.1. [ Inverse |

We say that the arrow f is the inverse of the arrow g (written f = ¢g—1) if and
only if fog = t4c(g) and go f = t44(g). More formally,

f2971 Efog:Lsm(g)/\gof:LtTg(g)

Exercise 3.2.
no. 1.3 (5) in [Pie91]

Show that if f~! is the inverse of f : A — B, and g~! is the inverse of
g: B — C, then f~!og~!is the inverse of go f.

Proof. We have to prove that f~'og™! = (go f)~!. According to Definition

we have to show
(1) (goflo(ftog™ ) =1c
(2) (ftog ) ol(gof)=1ta

We begin by proving (1); we do so by using an algebraic style rather than a
logical one.
(gof)o ( “togTh) =

= gofof! _1 Associativity

= go(fof~ ) - Associativity
goipog ! By hypothesis

= (gow)og™! Associativity

= gog! Identity

= (lc Hypothesis

15



Now we prove (2) by using a logical style.

(fTtog™Ho(gof)=ta
{Associativity}
ftogtogof=1a
{Associativity}
flolgtog)of=1ta
{Hypothesis}
fltowpof=1a
{Associativity}
fholpof)=1a
{Identity}

ftof=1a
{Hypothesis}

true

The proof of (f~1og™!)o(go f) = 14 is analogous. Rationale: if f and g are
composable arrows then (fog) ! = f~tog™!. O

Definition 3.3. [ Monomorphism |

Let f be an arrow in some category. We say that f is a monomorphism whenever
fog= fohimplies g = h, for every arrows g, h that compose with f on the
right. O

Exercise 3.4.
in pag. 12 [Awol0] and no. 1.2.18 (3) in [Cro94]

Find a counterexample to the following statement. A monotone function f :
X — Y between posets X and Y which is a bijection is necessarily an isomor-
phism.

Proof. We are free to choose two posets that suit our aim. The simplest case
involves two posets (A, <4 ) and (B, <p) defined as follows.

A :{CU,ZJ}, SA :{(.T,Cﬂ),(y,y)}
B ={L2}, <p ={(1,1),(2,2),(1,2)}

Now we have to choose a bijection on the underlying sets, which is monotone,
but whose inverse do not preserve the order structure. This is easy because
one poset is discrete, while the other is not. Let f : A — B be defined as
f(x) = 1,f(y) = 2; its inverse is f~1(1) = x, f~1(2) = y. We depict the

situation below.
xz Yy

The function f enjoys the following properties
1. it is total

2. it is injective: Va,y € A.f(x) <p f(y) implies x =y

16



3. it is surjective: Vy € B.3x € A.f(z) =y
4. it is monotone: Va,y € A.x <4 y implies f(z) <p f(y)

It follows that f : A — B is an iso in the category Sets, while f : (A4, <4) —
(B,<p) is an arrow in the category Pre.

Note now that 1 <p 2 and that f=1(1) €4 f~!(2); that is f=! is not
monotone, hence f is not an arrow in Pre. Since the inverse of a function is
unique, the problem does not depend on the f~! we have picked. O

Exercise 3.5.
no. 1.3.10 (2) in [Pie91]

Show that in any category, if two arrows f and g are both monic than their
composition g o f is monic. Also, if f o g is monic then so is f.

Proof. We have to show that, under the assumptions of the arrows f and g
begin monic, the composition g o f is monic.

(goflox=(gof)oy By assumption
go(fox)=go(foy) By associativity
fox=foy Because ¢ is monic
T=y Because f is monic

With respect to the second part of the exercise, see part (b) of Exercise (3.10)).
O

Exercise 3.6.
no. 1.3.10 (3) in [Pie91]

Dualize the previous exercise: state and prove the analogous proposition for
epics. (Be careful on the second part).

Proof. Let be f and g two epimorphisms in a category. We have to prove that
f o g is an epimorphism.

ro(fog)=yo(fog) By assumption
(xof)og=(yof)oyg Associativity
rof=yof Because ¢ is epic
T=y Because f is epic

Now we should prove that if f o g is epic then so is g. This is part (c) of
Exercise (3.10)). O

Exercise 3.7.
no. 1.3.10 (4) in [Pie91]

no. 2.8 (3) in [Awo10]

Show that if f is an isomorphism then its inverse f~! is unique.

17



Proof. Let g be an inverse of the function f : A — B; we have to prove that
g = f~1. The proof relies on Definition

fog=1n
= {By hypothesis and Definition
fog=fof!

{Because of Definition B}
Flo(fog)=fo(fof™)
{By associativity}

(f Vo flog=(f"tof)of
{Because of Definition BI}
taog=1ta0f!

{By unit axiom}

g=1f"

Exercise 3.8.
no. 1.3.10 (1) in [Pie91]

no. 2.8 (1) in [Awo10]

Show that a function between sets is an epimorphism if and only if it is surjective.
Conclude that isos in Sets are exactly the epi-monos.

Proof. The proof is divided in three parts. First we show that if a function f
is surjective then f is an epimorphism. Let f: A — B be such that for every
b € B there exists a € A with f(a) = b. Let g, h be two functions composable
on the left with f; that is src(h) = src(g) = B. We prove that ho f = go f
implies h = g.

Assume ho f = go f. We have to show that h(b) = g(b) for every b € src(h).
Pick a b € src(h). Then there exists a a € A such that f(a) = b, because f is
surjective. Now note that

h(b) = h(f(a)) By construction of a and b
= (ho f)(a) By definition
= (g0 f)(a) By assumption
=g(f(a)) By definition
= g(b) By construction of a and b

Now we give the second part of the proof. We have to show that if f: A —
B is an epi then it is surjective. So, assume f to be an epimorphism:

ifhof=gofthenh=gyg

We have to show that for every b € B there exists an a € A such that f(a) = b.
The argument is by contradiction. Suppose that f is not surjective. Then there
exists b’ € B such that ¥’ # f(a) for every a € A. Take an arrow h : B — C;

18



the axioms of o ensure that h o f is defined. Since in Sets functions are total
h(b') is defined; fix a ¢ € C such that ¢ # h(d’) and define the function

c ifob=1"V,
9(b) = {h(b) ith£ Y

Since V' & f(A), for every a € A we have the following
(9o f)(a) = g(f(a)) = h(f(a)) = (ho f)(a)

and, therefore, h = g because f is an epimorphism. But this is false, because
by construction g(b') = ¢ # h(V').

At last, we have the third part of the proof.

Now we have to show that an arrow f is an isomorphism if and only if it is
a surjective and injective function (ie. bijection).

If) On the one hand, if f is a bijection then it is total, surjective and injec-
tive, therefore it is an arrow, and we can prove that it is an epi (because of
surjectivity) and that it is a mono (because of injectivity).

Only if) On the other hand if the arrow f is an isomorphism then f is a
monomorphism and an epimorphism (see Exercise, and therefore surjective
and injective.

O

Exercise 3.9.
no. 2.8 (2) in [Awol10]

Show that in a poset category, all arrows are both monic and epic.

Proof. Let us recall the definition of arrow in a poset category C; an arrow f
in C is a pair (a,b) such that (a,b) €<, being < the preorder relation used to
generate C.

We prove that any arbitrary arrow is monic. Let f, g, h be arrows in C such
that foh = fog. We are required to show h = g.

What does it mean that foh = fog ? It means that (src(h), trg(f)) =
(sre(g), trg(f)), hence we know src(h) = sre(g). Furthermore, since both h and g
are composable on the right with f it must be trg(h) = sre(f) = trg(g). We have
enough information to state that h = (sre(h), sre(f)) = (sre(g), sre(f)) = g.

The argument to show that any arrow is epic is symmetrical.

O

Exercise 3.10.
no. 2.8 (4) in [Awo10]

Point (a) is part of no. 2.5.2 (2) in [Cro94]

With regard to the commutative triangle,

f

A B
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in any category C, show

(a) if f and g are isos (resp. monos, resp. epis), so is h;
(b) if h is monic, so is f

(c) if h is epic, so is g

)
)
)
)

(d) (by example) if & is monic, g need not be

Proof. Before turning t the proofs, note that the commutativity of the diagram
above is algebraically expressed by the equality h = go f.

(a) We prove that if f and g are monos, so is h. Assume hol = hom for some
suitable [, m, then

hol=hom

{Because of commutativity}

(goflel=(gof)om

{By associativity}

go(fol)=go(fom)

= {Because g is monic}
fol=fom

= {Because f is monic}
l=m

By a similar argument we prove that if f and g are epis, so is h. We use a
different style of proof.

loh=moh Assumption
lo(gof)y=mo(gof) Because the diagram commutes
(log)of=(mog)of Associativity
log=mog Because f is epi
l=m Because g is epi

The two proofs embody the same argument; one given in C and the other
one in C°P, so the latter proof is the dual of the former one.

Now we prove that if f and g are both isos, so is h. We have to show an
arrow h' such that

(1) hoh/ = 1c

(2) Woh=1a

As candidate h' we choose (g o f)~!. We have to be sure that this arrow

exists; in Exercise [3.2] we have seen that it does. Since we already know
that h = go f, (1) and (2) follow from Exercise
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(b) If h is monic, so is f.

fom=fol

{Composition preserves equality}
go(fom)=go(fol)
{Associativity}

(gof)om=(gof)ol
{Commutativity diagram}

hom="hol
= {Because h is monic}
m =1

(¢) The argument is the one used in the previous case, but this time applied to
the arrows in C°P

(d) We give the example in the category Sets. We have to show that there is
an injective h which equals the composition f o g of an injective f and of a
function g which is not injective.

Loy

{*}

Plainly, the function h is injective, and so is f, whereas ¢ is not, because
g(0) =g(1) =* and 0 # 1.

O

Exercise 3.11.
no. 1.3.10 (6) in [Pie91]

Find a category containing an arrow that is both a monomorphism and an
epimorphism, but not an isomorphism.

Proof. Consider the diagram

f

A B

We have omitted the identity arrows ¢4 and tg. The arrow f is a monomor-
phism. This is true because in the category drawn above there is a unique arrow
which composes with f on the right, namely ¢g. For the symmetrical reason f
is an epimorphism. Indeed, the only arrow which composes with f on the left
is t4. Note, now, that f cannot be an isomorphism, for there is no arrow form
B to A, thus f has no inverse. O

Exercise 3.12.
no. 2.8 (5) in [Awo10]
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Show that the following are equivalent for an arrow
f:A— B

in any category.

(a) f is an isomorphism

(b) f is both a mono and a split epi

(¢) f is both a split mono and an epi

(d) f is both a split mono and a split epi

Proof. In order to solve this exercise we use the standard technique to prove
statements equivalent, which consists in showing these implications:

(a) implies (b) implies (c) implies (d) implies (a)
We have to prove four implications.

(1) Suppose f is an isomorphism, then it has an inverse f’.

From the hypothesis it follows that f is a split epi, because it has right
inverse, namely f'.

To show that f is a monic, on the contrary, there is little work to be done:

fox=foy Assumption
flo(fox)=fo(foy) Because of the previous eq.
(ffoflox=(fof)oy Associativity
LlgOT =150y By Definition (3.1
r=y Identity axioms

(2) Let f be a mono and a split epi; we denote the right inverse of f with f’,
so fo f' =1p. The fact that f is an epi follows form its being a split epi:

xof=yof Assumption
(xof)of =(yof)of Composition preserves equality
zo(fof)y=yo(folf) Associativity
roilg=yolLp By def. of split epi
=y By unit axioms

Now we show that f is a split mono. We are required to exhibit a left inverse

of f.
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f split epi

{By definition}
Afffof =up

= {Composition preserves equality }
3f' (fof)of=tpof
{By associativity }
3ffo(flof)=tpof
{By unit axioms}
fffo(flef)=Ff

{By unit axioms}
Af.fo(flof)=foida
= {f is monic}
3ffof=ida

{By definition}

f split mono

(3) Suppose f is a split mono and an epi. We prove that it is a split mono and
a split epi. One argument holds by hypothesis, for we supposed f to be
split mono.

To show that f is a split epi we have to prove that f has a right inverse. The
argument is the dual to the one used in the previous case of the exercise.

f split mono

{By definition}
ffflof=up

= {Composition preserves equality}
Af' fo(ffof)=Ffora
{By associativity }
3f(fof)of=fora
{By unit axioms}
Af(fof)of=f

{By unit axioms}

3. (fo f)o f=idpof
= {f is epic}

3 f o f =ida

{By definition}

f split epi

(4) Let f be both split mono and split epi. The f is an isomorphism. This is
true because by hypothesis f has both right and left inverse, and we can
prove that they coincide.

O

4 Initial and Terminal objects
Proposition 4.1. [UMP terminal objects] The object 1 is terminal if and only
if

h:A—1=h= {4
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Exercise 4.2.
no. 1.4.6 (1) in [Pie91]

Show that terminal objects are unique up to isomorphism, that is, that two
terminal objects in the same category must be isomorphic. Use duality to
obtain a short proof that any two initial objects are isomorphic.

Proof. Consider, in a category C, the following diagram of two terminal objects:

A 4 B

-

As usual we have omitted the identity arrows. By definition, for each object X
we have the two universal properties

h: X — A
h:X —B

Ox
(%

Since t4 : A — A we have that 14 = ()4, and similarly tp = ()’3. Note that
the arrows f and g compose, and, therefore,

h
h

fog:B— B, gof:A— A

Using the universal properties above we can conclude that fog = (g and
go f =14. This means that f is an isomorphism.

The final objects of C are mapped to inital objects in C°P; this is true
because (—)°P reverses the arrows without adding new ones, so the image of
each terminal object has exactly one arrow to any object of C.

The fact that (—)°P is a functor can be used to prove that the initial objects
in C°P are isomorphic, because functores preserve isomorphisms. Since any
category has its dual, and (C°P)°P = C, in any category the inital objects are
isomorphic. O

Exercise 4.3.
no. 1.4.6 (3) in [Pie91]

Name a category with no initial objects. Name one with no terminal objects.
Name one where the inital and terminal ojects are the same.

Proof. (a) The empty category has no initial objects. We give also a less trivial
instance. A category with no initial object is the category given by a monoid
with two elements. For instance

In such a category there is a unique object * and it has two arrows to itself.
It follows that each object in such a category as the one above has more than
one arrow to any object in the category, and is reached by more than one
arrow by any object in the category; thus it is neither initial not terminal.

(b) The empty category has no terminal objects. Also the category

f
gof A B fog
g

A B
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with A and B not isomorphic has no terminal object. In this case each
object has three arrows entering in it, namely the identity, f or g, and a
suitable composition of f and g.

(¢) A suitable category is the following:

A g

As it stands, it is easy to see that A is initial, for there exists a unique
arrow t4 : A — A to any object. An analogous argument shows that A is
terminal.

O

5 Products

Definition 5.1. [ Product ]

Given a category C, the product of two objects A and B is a triple composed by
an object A x B, and two projection arrows g : AX B— A, rg: AX B —
B, such that for every object C and pair of arrows f: C — A, g: C — B
there exists a unique arrow ( f, g) : C — A X B such that m4 o (f, g) = f

and rgo (f, g)=g. O

Definition 5.2. [Category with products]

We say that a category C has products if and only if for every object A and B
there exists the product of A and B, that is the triple (A x B,m4 : A x B —
A,mp: Ax B— B). O

The universal property of products is
h={f g)=maoh=fArgoh=g

Definition 5.3. [ Empty product ]
In any category C a terminal object 1 is an empty product. O

Lemma 5.4. [ Fusion law |
Let C be a category and A, B, C, X three of its object; moreover let the product
A x B be defined. For every arrow h : X — C we have that

(fg)oh=(foh,goh)
Proof.

(f,g)oh=(foh,goh)

{By universal property of products}

mao((f, g)oh)=fohAmpo((f, g)oh)=goh
{By associativity}
(mao(f,g))oh=fohA(mpo(f g))oh=goh
{By definition of projection arrows}
foh=fohANgoh=goh

{Composition preserves equality}

true A true
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Exercise 5.5.
no. 1.5.6 (1) in [Pie91]

no. 2 (2.6.7) in [Cro94]
Show that {( foh,goh)={(f, g)oh. (Begin by drawing a diagram.)

Proof. We have already proven the result in Lemma [5.4] so we limit ourselves
the picture of the diagram at issue.

X
h
o/ b \e
</ C0\F
A Ax B B
ba pB

Exercise 5.6.
no. 1.5.6 (4) in [Pie91]

Let X and Y be objects in a poset P considered as a category. What is a
product of X and Y7

Proof. Let (P, <p) be a poset. We have seen in Lemma that the poset
gives rise to a category <p. Let X and Y be objects in the category <p.

Suppose that the product of X and Y exists; the product is a triple composed
by an object X XY and two arrows, 7x : X XY — X andny : X XY — Y.

The existence of the projection arrows mx and 7y and the construction of
<p, ensure that (X XY, X) €<pand (X xY,Y) €<p; that is X x Y is a lower
bound of { X,Y } (ie. X xY € {X,Y }¥).

Now we prove that X x Y is the greatest element of { X,Y }¢. Let C €
setX, Y we have to show that (C, X xY) €<p.

Since C' € setX, YE, there exist two arrows f: C — X and g : C — Y,
thus by definition of product there exists an arrow ( f, g) : C — X x Y. This
is enough to state that (C, X xY) €<p.

We have shown that the object X x Y is the greatest lower bound of X and
Y,thatis X xY =X AY. O

Definition 5.7. [ Product map | If A x C and B x D are product objects,
then for every pair of arrows f: A — B and g : C — D, the product map
fxg:AxC — Bx D is the arrow { f oy, goma ). O

Exercise 5.8.
no. 1.5.6 (2) in [Pie91]

no. 2 (2.6.7) in [Cro94]
Show that (f x h)o (g, k)= (fog, hok).
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Proof.

X
0 <g1k> z

A AxC C
TA ‘ B

f fxh h

B BxD D
TC ™D

We begin by stating the universal properties of the arrows in the diagram:

(g, k)=h = mpaoh=gAmpoh=k (2)
(foma,homg)=h" = mpoh'=foraAncoh'=homp (3)
(fog,hok)=h" = mcoh’=fogAmpoh’=hok (4)

(fxh)o(g, k)=(fog, hok)

{By Definition [5.7]}

<fO7TA, hOTrB>O<g7 k) = <fog7 h0k>
{Universal property of ( fog, hok)}
mco((foma, homp)o(g, k))=fog
A

mpo((foma, homp)o(g k))=hok

{Universal property of (g, k)}

7TCO(<fO7TA7 ]’LO7TB>O<g, k>):fo(7TA0<g, k>)

A

,/TDO(<fo7TA7 hOﬂ-B>O<ga k>):h0(7TBO<g, k>)

{By associativity}

7TCO(<fO7TA7 hoﬂ-B>o<g7 k>):(fO7TA)0<g, k>

N

mpo({foma, homp)o(yg, k))=(homp)o(g, k)

{By universal property ( foma, hong)}

’/TCO(<fO7TA7 hO7TB>O<g7 k>):(’/TDO<fO’/TA, hOTrB>)O<ga k>
AN

mpo((foma, homp)o(g, k))=(mco(foma, homp))o (g, k)
{Composition preserves equality}

true N true

O

Lemma 5.9. Let A X B, w4, and 7 be a product of two objects A and B;
moreover let

X

C AxB

Y

Ifrsox=mwgoyand rgox =mpgoy then z =y.
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Proof. By hypothesis we have the following diagram

TAOX Tgox
C .

TAOY T™BOoY

A < B

thus, form definition it follows that there exists two arrows (w402, Tgox)
and (74 oy, mp oy) such that

h={(mpox,Tpox) = mpgoh=maoxATpoh=mpox
h =

(mpaoy, mpoy) = maoh=mpoyAmpoh=mpgoy

It is straightforward to observe that # = (7w40x, Tgoz ) and y = (wa0y, Tpoy );
thanks to the hypothesis we know that (w4 oz, rgox) = (ma0y, Tgoy), and
we conclude that x = y. O

Corollary 5.10.
TAOX =TAOYATBOXT =TTROoYy=a=1y

Exercise 5.11.
no. 1.5.2 (—) in [Pie91]

Show that any object X with arrows 74 : X — A and g : X — B satisfying
the definition of “X is a product of A and B” is isomorphic to Ax B. Conversely,
show that any object isomorphic to a product object A x B is product of A and
B.

Proof. The exercise has two parts, say (a) and (b).

We begin by solving (a); we have to prove that any two objects X and Y,
which are products of A and B, are isomorphic. To this aim is suffices to prove
that if X is a product of A and B then it is isomorphic to A x B; formally
X = A x B. In particular we have to show that two arrows f: X — A x B, g :
A x B— X exist, such that fog=1axp and go f = 1x.

By hypothesis X is a product of A and B, thus by Definition [5.1] we have
the diagram

Y
) (f,9) XX
A < pa X PB . B

with the universal property

h=(f g)=paoch=fAppoh=gyg

for any object Y that has two arrows to A and B
We also know that the product object A x B exists, and so do the two
projection arrows m4 : AX B — A and ng : A x B — B.
From what stated above it follows that there exists an arrow (74, 75 ) such
that
h=(ma, ) =paoh=msAppoh=rp
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From Definition it follows also that there exists an arrow (pa, pg ) such
that
h = <pA7pB> Eﬂth:pA/\ﬂ'BOh:pB

We draw the arrows in the following diagram.

Ax B

I
/W,WN
A ba PB . B

;
\

AN P8) o

|

Ax B
We prove that (pa, pp)o(ma, TB) = tAxB-

(PA, PB > © <7TA7 7TB> = LlAxB
{First axiom o}
mao({pa,PB)O(TA, TB)) =TAa0lAxB
{By unit axioms}
mao({(pa,pB)o(ma, TB)) =T4a
{By universal property}
pao(ma, Tp)) =ma

{By universal property}

A =TA

{By identity}

true

Now we prove the second equality, (74, 75 ) o (pa, Pp) = Lx.

(ma, T ) o (pa, PB) = tx
{First axiom o}

pao(ma, Tp)o(pa, PB) =Ppacix
{By unit axioms}

pao(ma, mp) o (pa, PB) = DPa
{By universal property}
Ta0(pa, PB) =Da

{By universal property}
pPAa=Ppa

{By identity}

true

This concludes part (a); now we solve part (b) of the exercise.
Assume an object X to exist, such that X = A x B. By definition of
isomorphism there exist two arrows f: X — Ax Bandg: AxB — X,
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such that fog=1axp and go f = 1x. We have the diagram
Ax B

A < X ~ B
maof T o f

To prove that the triple X, mpof : X — A, and ngof : X — B
is a product of A and B we have to show that for every object Y such that
there exists two arrows h : Y — A and k : Y — B, there exists an arrow
u:Y — X such that

l=u=(mgof)ol=hA(rpog)ol=Ek (5)

In other words, we have to show that there exists a unique arrow k that makes
the following diagram commute.

A < X - B
mao f T o f

We show that there exists an arrow u such that
(maoflou=hA(rpoflou=k (6)

Let u = go (h, k), where the arrow (h, k) exists by definition of product and
has the universal property

l=(h,k)=maol=hAmgol=k
We prove that u enjoys the property [0}

(maoflou=hA(rpoflou=k

{By Definition}

(maof)o(go(h, k))=hA(rpof)o(go(h,k)) =k
{By associativity}

WAO(ng)O<h, k>:h/\7rBO(ng)O<h, k> =k
{By Definition of isomorphism}

maotaxpo{h, k) =hAmgotaxpo{h, k)=k
{By unit axioms}

7TAO<h, k>:h/\7TBO<h,k>:k

{By UMP (h, k)}

true N true

Since @ is true, we have shown that

l=u= (maof)ol=hA(rgof)ol=k
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and we have to show the converse implication, which guarantees the uniqueness
of u.

(maof)ol=hA(mgof)ol=k

{By (@)}

(mao flol=(maoflouN(mpof)ol=(rgof)ou
{By Associativity}
mao(fol)=mao(fou)Ampo(fol)=mpo(fou)
{By Lemma [5.9]}

fol=fouAfol=fou

{Composition preserves equality}
go(fol)y=go(fou)Ago(fol)=go(fou)
{Associativity}
(goflol=(gofloun(gof)ol=(gof)ou
{definition of isomorphism}
txol=itxouNitxol=1xou

{weakening}

txol=1xou

{unit axioms}

l=u

Exercise 5.12.
[ Associativity of products |
no. 2.8 (13) in [Awo10]

In any category with binary products, show directly that
AXx (BxC)=2(Ax B)xC

Proof. We have to show that there exists an isomorphism between the objects
A X (B x () and (A x B) x C. This means that we have to exhibit two arrows

A><(B><C’)Tf;(A><B)><C
g

such that

Jog=tuxnxc
gof= LAX(BxC)

We begin by showing some of the relations between the ternary and the
binary products at issue. The following projection arrows exist

31



A

ba
B+ rP AxBﬂ(AxB)xCpc—»C
/! /! /!
ﬁAX(BXC)%BXC s B

/!
bc

C

From the definition of product it follows that the arrows mgc and 74 p exists in
the diagram below

x (B x () (Ax B) xC
Y

o > &2

TAB ) BC e

A AXxB » B ~—— BxC -

PB Pc

Moreover they enjoy the following properties

h=mpc = ppoh=ppopapApéoh=pc (7)
h=map = paoh=piAppoh=ppopphec (8)

Consider the following diagram

(AxB) A2 (axByxc Pl . ¢
> P
pa L gl |f % e

Apfi

/!
Ax (BxC) P88 (B x0)
By definition of product, there exist two arrows f and g such that

h=7f
h=g

papoh=map Apcoh=plophe (9)
plaoh=paopap Appcoh=rpc (10)

Lemmagives us a proof methods to show that go f = 14« (5xc); namely,
we are requires to prove the following equalities

p;/lo(gof) = prLAx(BxC)
1" 1"
pBCO(gof) = DPBC °lAx(BxC)
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To prove the second equality we avail again of Lemma [5.9] and so we have to
prove the equalities

Pgo(Pggo(gof)) = ppo(Peotaxsxo))
Pgo(PgCO(gof)) = ng(PgCOLAx(BXC))

We give the proofs of the three equalities below.

true
{identity}

I Il
—~
(oW
@
jmp)
E.
5
@]
=]
ko]
=
@]
(oW
=
a
-+
—

If
z

pao(papof)=p}
{associativity }

(paopap)o f=r)

= {0}

(Pacg)of=rh

{unit axioms}

(p% og)of= pr O lAx(BxC)
{associativity }
plao(gof)=photaxBxo)

true
{identity}

/I
Pp = PB
{Composition preserves equalities}

= {UMP map; }
p’é Op%c =PBOTAB
= {UMP f; @}
phopse =pBo(papof)
{Associativity}
pEoppe = (PBopap)o f
= {UMP 7pc; }
P oPpe = WPpomse) o f
= {UMP g; }
Ppophe = WEo(Phcog))of
{Associativity}
PBoPBe 0 tax(xc) =PpoPBheo(go f)
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true
{identity}

{Composition preserves equality}
pé © Ppe = PE © Ppe
{Composition preserves equality}
pEopPhcog=plopvcog
= {UMP g¢; }
P& OTBC = PG O Ppe 0 g
{Composition preserves equality}
(P omBe) o f = (péeppcog)of
= {UMP 7mpc; (1)}
pcof=ptoppcogof
= {UMP f; @}
PéoPEe =P oPpcogof
{Unit axiom}
(plc/' Op/E/}C) OlAx(BxC) = P/(Ij OP/EI;C o(gof)
We have proven the three equalities that, via Lemma let us state that
gof= LAX(BxC)-
We do not give the proof that f o g = t(axpyxc, because it is analogous to
the argument we have used. O

We prove other properties of products.
Lemma 5.13. Let C be a category with finite products. Then we have that
(i) the terminal object is the unit: A x 1= A

(ii) the identity of a product is the product map of identities of the compo-
nents: taxp =ta X Lp

(iii) f A Band B2 D then AxCX~BxD

Proof. We organise the proof following the enumeration in the statement of the
lemma.

(i) We have to exhibit two arrows

U
Ax1 A
u/
such that
uou' = 14 (11)
vou = taxi (12)
Consider the diagram
A
|\
v <LA7l<>A> 7
A Ax1 1
Da <>A><1
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and let u =py and v’ = (14, ()4 ). Note that the objects and the arrows
in the diagram above exists because we are under the hypothesis that C
has finite products, so also the empty one, which is the terminal object 1.
By definition of product we have the following property of (14, ()4 ),

h=(ta, )a)=pach=taN{)aoh={)a

The equality follows in a straightforward way: pa o (ta, ()a) =ta.
We prove (|12]).

(ta, ()a)opa=taxa

{Fusion law}

(taopa, Jaopa) =tax1
{Unit axioms}

(pa, Jaopa) =taxa
{Universal property final objects}
(pa, Qax1) = taxa
{Universal property products}
pPaolax1 = PA

N

<>A><1 OlAax1 = <>A><1

{Unit axioms}

ba=Dpa

AN

<>A><1 = <>A><1

{Identity}

true N true

(ii) We have to show that taxp = ta X tp. First of all note that the symbol
X has more than one meaning; in particular 14 X ¢tg stands for the unique
arrow (14 opa, tp o pp ) in the diagram

PB

A—PA AxB B

LA LA X LB LB

A AxB B
pa PB

such that the diagram commutes. In reason of the uniqueness of 14 X ¢,
in order to prove that taxp = ta X tp it suffices to show that also taxp
makes the diagram commute. This follows form the identity axiom; the
proof that pa otaxp = t4 0 p4 amounts in two steps

PAOCLlAxB =PA =1lAODPA
and so does the proof of pgoiaxp =tBoppg.

(iii) The proof of the last point is made by two parts. First we prove that if
A= Cand B= D then Ax B=C x D. Let
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LAC LBD
C B

—1 —1
lac ‘B4

be the isomorphisms respectively between A and C, and B and D.

A D

Consider the diagram

p

A2 AxB B
‘ PB
tac LAC X LBD LBD
Y Y
c— _ocxp-L2 . p
—1 —1 ‘ —1 —1
lac tac X tBp Bp
Y Y
A—P4 AxB B
‘ PB
Ltac tac X LBD LBD
Y Y
c—L° _coxp D
PD

We prove that tac X tpp o L;é X LBID = 1oxp. Remember that thanks to

Exercise 5.8 (f x h)o (g, k) = (fog, hok).

LAC X LBD O L4t X Lgp =tac X Ltpp © (L4 0Py tpp © Pp)
=(1AC O L4 OPCy LBD OLBD O PD )
=(tcopc,tpopp)
=lLc X LD

=lCxD

The last passage is justified by the previous point of the lemma. The proof
that LZ}; X L;D oLAc X LBD = Lax B is analogous.

O
We give a result will ease the solution of the next exercise.

Proposition 5.14. Let C be a category with empty product and binary prod-
ucts. Then C has finite products.

Proof. A finite product of objects can be denoted
((O1 x O2) X ... X Op_1) X Oy

for some n € NU{0}. To prove the proposition we have therefore to show
that for each n the product above is defined. Let P, a product of n objects; we
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reason by induction on n. If n = 0 then the product P, is the empty one, and
by hypothesis it is defined.
If n > 0 then

P, =((0O1 xO2) X ... x Op_1) X Oy

let P,y = ((O1 X O3) X ... X Op_1). The proof that P, is defined amounts
in showing that P,_; x O, is defined. By inductive hypothesis the product
P,,_1 is defined; moreover, O,, is defined, for it is an object. The hypothesis
of C having binary products implies that P,_1 x O, is defined, because the
objects it involves are defined. We have thus shown that the finite product P,
is defined. Since we have used no particular assumptions on P, we have indeed
proven that all finite products are defined. O

Exercise 5.15.
no. 2.6.7 (1) in [Cro94]

Show that a category C has finite products just in case it has binary products
and a terminal object.

Proof. Suppose C has finite products; then it must have binary products and
the terminal object, because they are (isomorphic to) products of a finite num-
ber of objects. If C has binary products and terminal object then we use

Proposition [5.14} O

Exercise 5.16.
no. 3.5 (6) in [Awol0]

Verify that the category of monoids has all finite products, then do the same
for abelian groups.

Proof. We limit our solution to monoids.

Now we have to prove that the category Monoids has finite products.
Thanks to Proposition all we have to do is to check that the category
Monoids has empty product and binary products.

Lemma [T-4] ensures that the category Monoids has terminal object 1; that
is the empty product.

As to the existence of binary products, Lemma [1.5| ensures that the object
(My x My, *, (u1,uz)) and the arrows fst : ( My x Ma,*) — (Mj,-) and
snd : (My x Ma,*) — ( My, -) exist in Monoids. We say that the product of
the monoids (M, -, w1 ) and { My, +, us ) is the object ( My X Ms, *, u') with
the projection arrows fst and snd.

The fact that we have called the tuple (( M7 x Ma, *, (u1,us)), fst,snd) a
product does not mean that this tuple is a product; a proof is in order.

We have to show that if for some monoid ( N, o, uy ) in the category Monoids
we have

<M17 "y u1><f7 <N7 o, UN> ﬁ> <M27 X7u2>

then there exists a unique arrow ( f, g) : (N, o) — ( My x My, *) such that
f=1fsto(f, g)andg=sndo(f, g).
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o Existence
Consider the function ( f, g)(z) = (f(x),g(z)) for every x € M; x Ms;
Lemma [L.6] ensures that the arrow

(fig): (N, o, un) — (My x Mz, *, (u1,uz))

exists in Monoids.

We prove that f = fsto(f, g)and g =sndo (f, g);if x € N then
(
(

fst((f, g)(@)) = fst((f(x), 9(x))) = f(x)
snd((f, g)(x)) = snd((f(2), g(x))) = g(x)

\_/\_/

We have proven
=(f,d)= fstoh=fAsndoh=g (13)
e Uniqueness

Suppose that for some arrow v’ : (N, o, uy ) — (M1 X My, *, (u1,us))
we have f = fstou and g = snd ou’. We prove that v = u/'.

f=/fstou ANg=sndou

fstouw = fsto(f, g)Asndou =sndo(f, g)
{definition of fst and snd}

=(f9)

6 Equalisers

Definition 6.1. [Equalizer, [Pie91l [Cro94]]

An arrow e : X — A is an equalizer of a pair of arrows f : A — B and
g:A— Bif

1) foe=goe

2) whenever ¢’ : X' — A satisfies f o e’ = go €', then there is a unique arrow
k: X' — X such that eok = ¢:

e f
X A B
g
\
k QO
X/

Exercise 6.2.
no. 1.7.4 (1) in [Pie91]

Show that in a poset considered as a category, the only equalizers are the identity
arrows.
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Proof. Let ( P,<p) be a poset (see Definition|1.2]) and let <p the category that
arises form it. We have to prove two things,

(a) if e is an equalizer of a pair of arrows f and g in <p, then e is an identity
arrow.

(b) for every object A the identity arrow ¢4 is an equalizer of every two arrows
fitA—B,g:A— B

We prove in order (a) and (b).
Consider the following diagram

e f

X

Ny

A

where e is an equalizer of f and g. By Proposition ensures that f = g,
and thus fotA4 = gotA. We know by definition of equalizer that there exists
k: A — X. The arrow e is the pair (X, A), and the arrow k is the pair (A4, X);
since <p is a poset it follows that A = X, and therefore Proposition [2.5] ensures
that e = 1 A.

Now we prove point (b). Let A be an object of <p and ¢A the identity arrow
on it; moreover, let f: A — B and g : A — B two arrows in <p such that
fotA=goiA. Consider now the following diagram

!
1A 4

A B

9
\

X

where foh = goh. We have to prove that there exists a unique arrow k : X — A
such that kot A = k. Note that thanks to Proposition it is enough to prove
that there exists such a k, and thanks to Proposition [2.6] it is enough to show
the exists of a k: X — A. As k we choose h, that is k = h, for h exists.

In the proof of point (b) we have not used the anti-symmetry, thus the
property holds for the category given by any preorder. O

Exercise 6.3.
no. 1.7.4 (2) in [Pie91]

Show that every equalizer is monic.

Proof. Consider the diagram below

e N f

X
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With e : X — A an equalizer. We have to prove that if e o z = e oy then
T =1y.
The definition of equalizer implies that f o e = g o e; we use the first axiom
of categories to derive
(foe)oy=(goe)oy
N
(foe)ox=(goc)ox
and associativity ensures that
fol(eoy)=go(eoy)
A
foleoa)=go(eon)

Since e is an equalizer, the equalities above imply that there exist two unique
arrows Uz, Uy such that the diagrams below commute

e f
X A B
g
b
O
Uy (9]
7z
f
XxX—% .4 B
g
R
uy (Y]
z

We have that
eou, =eox
eouy=eoy
The uniqueness of u, ensures that u, = . The hypothesis e o x = e o y implies

that e o u, = e oy, so the uniqueness of u, ensures that u, = y; we have thus
T = Uy =Y. O

Exercise 6.4.
no. 1.7.4 (3) in [Pie91]

Show that every epic equalizer is an isomorphism.

Proof. Consider the diagram below

e N f

X

M
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where, by hypothesis, the arrow e : X — A is an equalizer and it is epic.
We have to prove that e is an isomorphism; this amounts in proving that there
exists an arrow u : A — X such that

eouU =1y uoe=1uLx

We begin by assessing which arrows do exist and what properties they enjoy.
Since e is an equalizer we know that foe = goe; now we use the fact that e is
epic to show that f = g. From the last equality and the first axiom it follows
the equality forq = gots. Now the hypothesis that e is an equalizer ensures
that there exists a unique u : A — X such that

Lp =€eou (14)
We have the diagram below
f
X% . B
g
U >
A

Half of the proof is complete, as we have shown that there exists an arrow
u such that e ou = t4. What we have left to do, is to show that uoe = 1x.

true

{Identity}

e=e

{Unit axiom}

taoce=e

{([T4) above}

(eou)oe=ce

{Associativity}

eo(uoe)=e

{Identity axiom}

eo(uoe)=coryx

= {equalizers are monic}
uoe=u1x

O

The next two lemmas are not in the referenced books. I need them in order
to prove results mentioned in all the books, but proven in ways which I do not
understand.

Lemma 6.5. In the category Sets, let A and B be objects with arrows f :
A— Band g: A— B. Let Sf4 be the set

Stg={ac Al fla)=g(a)}
and EMBy4 : Sy — A the arrow defined by
EMB4(s) = s

The arrow EMB4 is an equalizer for the arrows f and g.
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Proof. We have to prove that for each object X, if there exists an arrow h :
X — A such that foh = goh, then there exists a unique arrow v : X — Sy,
such that A = EMB4 o u. Suppose that we have objects and arrows as in the
diagram

EMB /
St 4,4 B
g
u A\
X

and that foh=goh.
We divide the argument in two parts; firstly, we show that an arrow u exists;
secondly, we prove that it is unique.

¢ Existence
Let u: X — Sy4 be the arrow defined by

u(z) = h(x)

for every z € X. We have to show that the equality h = EMB4 o u.

h =EMB4ou

{definition of arrow in Sets}

Vr € X.h(z) = (EMB4 o u)(x)
{definition of function composition}
Vo € X.h(z) = EMBA(u(x))
{definition of EMB4 }

Vo € X.h(z) = u(x)

{definition of u}

true

We have proven the existence of a suitable arrow u, now we move on and
we show that it is unique.

e Uniqueness Let u' : X — Sy, be an arrow such that h = EMB4 ou; we
show that u = u'.

h = EMB4 o v/
= {coustruction}
EMBy ou = EMB4 ot/
{EMB,4 is monic}u =’

The fact that the arrow EMB,4 is monic derives from the fact that EMB 4
acts on the elements of the set Sy, as the identity.

O

Lemma 6.6. Let e: E — A and €’ : B/ — A two equalizers of the arrows in
the diagram
f

g

A B

The objects E and E’ are isomorphic.
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Proof. A pair of arrows u : £ — E’ and v/ : E/ — F has to be shown, which
satisfy the following equalities

li
uou =Lg

We have to exhibit such

wou=1g

u and u'.

The definition of equalizer implies that there exist two unique arrows u and

u' such that

! ! /
eou=e, eou =e

The proof that v’ ou = 1 is as follows

eou=e

{equality above}
(eou')ou=ce
{associativity }
eo(u'ou)=ce

{unit axioms}

eo(uw ou)=corg
{equalizers are monic}
uwou=1g

And here is the proof that uou = vp

eou =¢

{equality above}
(e'ou)ou' =¢
{associativity}
eo(uou)=r¢e

{unit axioms}
eo(uou)=¢eouip
{equalizers are monic}
uou =g

O

In [Pie91] and [Awo10] the authors remarks that subsets represents equalizers
in the category Sets. In [Pie91], though, there is no proof; moreover I cannot
understand the proof give in [Awo10]. I resolved myself to prove the following,.

Proposition 6.7. Let us reason in the category Sets, and let S, A and B be

sets.

1. If S C A and EMB4 :

S — A is the total function EMBA(s) = s, then

EMB 4 is an equalizer; note that the arrow name EMB 4 is a mnemonic for

“embed in A”.

2. If e: S — A is the equalizer of two arrows f: A — Band g: A — B,
then S is isomorphic to the set Syg ={a € A | f(a) =g(a)}.

Proof. The proof is divided in two parts, which mirror the structure of the

proposition.
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1. To begin with, we show that there exists a unique arrow T : 1 — 2 which
represents the truth value TRUE.

Consider the set 1 and the arrows from it to the set of truth values
{ TRUE, FALSE }. Since the last set is isomorphic to the set 2, we shall
denote it with the symbol 2. There are two arrows form 1 to 2, one of
which is T = (T, 1, 2), where T is the constant function T'(x) = TRUE. We
know also that there exists a unique arrow ()4 : A — 1, because each
element of A can be mapped only to the unique element of 1. It follows
that we have the arrow T'o ()4 : A — 2

Now, let us focus on the characteristic function of the set S; we denote
this function yg and define it as

xs(s) =

TRUE ifse S
FALSE otherwise

We abuse the notation and denote with xg also the arrow (xs,S,2). We
shall prove that the arrow EMB4 is an equalizer for the arrows T o ()4
and xg. First we are required to show that EMB 4 indeed equalizes x and
To{)a, that is xys oEMB4 = (T 0 ()4) ©c EMB4.

Xs ©EMB4 = (T o ()4) o EMBy4
{Meaning of arrow equality in Sets}
Vs € S.(xs oEMBA)(S) = ((T'o()4) cEMB4)(S)
{T constant}

Vs € S.(xs © EMB4)(S) = TRUE
{arrow composition}

Vs € S.xs(EMB4(s)) = TRUE
{definition of EMB4}

Vs € S.xs(s) = TRUE

{because s € S}

Vs € S.TRUE = TRUE

{s does not appear free in TRUE}
TRUE = TRUE

{Identity}

true

Suppose that there exists an object X and an arrow h : X — A such
that T o h = xs o h. We have to show that there exists a unique arrow
u: X — S such that h = EMB4 o u.

Before unfolding the proof, we drawn in a diagram what we have discussed

so far
EMB4 _ 4 _Toa,

S —

XS
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e Existence We have to choose a suitable w.
The left-hand side of the assumption T o h = xg o h is constant,
because so is T, thus we have the equality T = xg o h. In functional
terms, xs(h(x)) = TRUE for every x € X. This means that if z € X
then h(z) € S.
Let u: X — S be the arrow given by the total function defined as
u(x) = h(xz). We prove that u satisfies the required property, that is
h = EMBy4 o u. Indeed, if z € X, then EMB4(u(x)) = EMB4(h(z)) =
e Uniqueness Suppose that there was an arrow v : X — S such
that h = EMB4 o /.

h =EMB4 ou

{Because h = EMB 4 o u}
EMBy4 o = EMB4 o u/
{EMB,4 is monic}

u=u

2. This point follows from Lemma (6.5)) and (6.6)).

O
7 Exponentials
Definition 7.1. [ UMP exponentials |
h=CURRY(f)=f =Evapo(h X i4)
O

Exercise 7.2.
Show that for alla finite sets M and N,

[N = [N

where | K| is the number of elements in the set K, while N is the exponential
in the category of sets (the set of all functions f : M — N), and n™ is the
usual exponentiation operation of arithmetic.

Proof. The simplest argument is combinatotial and, at least on the surface, has
nothing to do with categories.

How many elements are in the set NM? Each function f in N™ has to
be total, hence it has to map | M| elements to some element of N. It follows
that for each element of M there are |N| choices. The number of different total
function from M to N must therefore be

(V|- INT- - N
—_——

|M| times

which is exactly |N|/MI. O
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Exercise 7.3.
no. 1.8.7 (4) in [Pie91]

Show that CURRY(EVap) = tga.

Proof. In view of the UMP of exponentials, the proof is straightforward:

CURRY(EV4pB) = tpa
{UMP of exponentials}
EVap = EVapo (tga X t4)
{Lemma E13]}

EVAp = EVAp © (tpaxa)
{Identity axiom}

EVap = EVaB

{Identity}

true

O

Proposition 7.4. In a CCC the object A x B¢ is an exponential of A x B
with respect to the object C.

Proof. We have to show that there exist an arrow
EV(AB)C:ACXBCXCHAXB

which satisfies the UMP of the exponential objects.
As we are in a category with products, we have the diagram

ac Lac AC x B Ppe | go
y \ \
paB
Pac (A° x B9) x C Pec
pc
4 BVea EVCA Pc BC « EVCB B

G
\ /
ACxC BCxC

and so there exist two unique arrows Pyc X 1o and Pgco X 1o which makes the
diagrams below commute

AC x BO PAB (40w Oy x o PC L ¢ A9 x BC PAE (4« BOY xc 2C . ¢

pac Pjc X 1o Lc  pgc Pgc X 1o Lo

AC

“xcC ; C BY «— “xC———C

Pac Pc Ppc pc
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And so we have the diagram

EVac EVac X EVpce EVpc

A < Ax B - B
A B

with the arrow

EVpew = (EVac X EVpe) o ( Pge X 1o, Pge X 1o)

= <EVAC ¢} (PAC X Lc)7 EVpc © (PBC X Lc)>
which is the unique that makes the diagram commute; its UMP is
h = EVpew Eﬂ'AOh:EVACO(PAc Xbc)/\ﬂ'BOhZEVBCO(PBC X Lc)

Now we have to show that the object A x BY with the arrow EV,,e, enjoys
the UMP of the exponential of A x B by C.

Suppose that there exist an object D and an arrow g : D x C' — A X B;
we have to prove that there exists a unique arrow u : D — A® x B¢ which
makes the diagram below commute

(ACxBC)xCMAxB

9

u X Lo

DxC

Algebraically
EVipew 0 (U X L) =g

First we define u, and then we prove that it is unique. To begin with,
we know that A¢ and B are exponentials, and that there exist the arrows
mpa i AXB — A, and mg : AXx B — B. It follows that there exists two
unique arrows CURRY(m4 o ¢g) and CURRY(wp o g) which make the diagrams
below commute.

EV EV
AC % C A, A BC x ¢ Be
CURRY (74 0 g) X o 59 CURRY(7mp 0 g) X t¢ 59
<> 9
DxC DxC
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and we have the UMP’s

h=CURRY(Ta0g)= maog=EVaco(hXuic)
h =CURRY(rgog)= mpog=EVgco(hX.ic)

We have proven that there exists the following arrows

and, as we are in a category with products, it follows that there is an arrow

AC CURRY (T4 09) D CURRY(7p 0 g) BC

( CURRY(74 © g), CURRY(mp o g) ) such that

h = (CURRY(740g), CURRY(mgog) ) = pacoh = CURRY(ma0g)Apgcoh = CURRY(mgog)

The arrow (CURRY(74 o g), CURRY(7p © g)) is the one we are after. We
prove that EVyey o ({( CURRY (74 0 g), CURRY (T 0g)) X tc) = g-

EVyew © (( CURRY (T4 0 g), CURRY(TB 0 g)) X tc) =g

{Composition with projections and Lemma [5.9]}

T4 ©EVyew © ((CURRY (T4 © g), CURRY(Tpo0g)) X tc) =Ta0g

A

TB 0 EVpew © ((CURRY (74 0 g), CURRY(TB0g)) X Lg) =Tgog

{UMP EVew}

EVac © (pac X tc) o ((CURRY(m4 © g), CURRY(Tpo0g)) X tc) =Ta0g
N

EVpe o (pge X o) o ((CURRY(74 0 g), CURRY(Tgog)) X tc) =Tpog
{Properties composition and product map}

EVac © ((pac o (CURRY(m4 ©0¢g), CURRY(TB 0 g))) X tc) =Ta0g

N

EVpc o ((ppe o (CURRY(m4 © g), CURRY(Tg 0g))) X tc) =Tpog
{UMP (CURRY(74 © g), CURRY(mg 0 g))}

EVAc © (CURRY(T40g) X to) =Ta0g

A

EVpc o (CURRY(Tgog) X tg) =Tgog

{UMP CURRY (74 o g) and CURRY(7g o g)}

true N true

We have left to prove that { CURRY(74 © ¢), CURRY(7p © g)) is the unique
arrow u such that EV,e, 0 (u X 1) = ¢g. The argument is similar to the previous

one.
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EVpew © (U X to) =g

{Composition with projections and Lemma [5.9]}
71-AOEVTLewo(u X LC) =TACY

A

TBOEVpew 0 (U X L) =TTBOg

{UMP EVyew }

EVac 0 (pac Xto)o(uXto)=ma0g

A

EVpc o (pge X to)o(uxtc)=mgog
{Properties composition and product map}
EVAco((pAc ou) X Lc) =TmTa0Q

N

EVpo o ((ppeou) X 1c) =mpog

{UMP CURRY (74 © g) and CURRY(7g o g)}
Ppac ©u = CURRY(ma ©g)

A

ppc o u = CURRY(mp o g)

{UMP (CURRY(m4 ©g), CURRY(mgog))}
u = (CURRY(7m4 0 g), CURRY(m 0 g))

O

Lemma 7.5. Let C be a CCC, and let B4 be an exponential object, with
evaluation arrow EV : BA x A — B. The arrow CURRY(EV) is the identity

LBAXA-
Proof. On the one hand, we know that
h = CURRY(g) =g=EVo(hXta)
On the other hand we know that
EV =EVOtigaya =EVo(lpa X t4)
It follows that tga = CURRY(EV). O

Proposition 7.6. Let C be a CCC, and C be an exponential of an object B
with respect to A. The objects C' and B# are isomorphic.
Proof. We have the following diagrams

EVac EV

CxA——"+B BAx A B
CURRY 4¢(EV) o CURRY(EV4¢) o~
BAx A Cx A

with the UMP’s

h =CURRYAc(9) =g =EvVaco(hxta)
h =CcURRY(g) =g =EVo(hxtah)
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We have to prove that there exists two arrows

f

g
such that fog =154 and go f = 1. Consider the following

C BA

true

{UMP CURRY 4¢(EV)}

EV4c © (CURRY A (EV) X t4) = EV

{Axiom of composition}

EVac © (CURRY Ac(EV) X t4) 0 (CURRY(EVAC) X t4) = EV 0 (CURRY(EVA@) X t4)
{Properties composition and product map}

EV4c © ((CURRY 4¢(EV) 0 CURRY(EVA¢)) X ta) = EV 0 (CURRY(EVAQ) X t4)
{UMP CURRY(EVac)}

EV4c © ((CURRY 4¢(EV) 0 CURRY(EVA(C)) X ta) = EVac

{UMP CURRY 4¢(EV)}

(CURRY 4c(EV) © CURRY(EV o)) = CURRY 4c (EVac)

{Previous lemma}

CURRY 4¢(EV) 0 CURRY(EVA¢) = tpga

An analogous argument let us prove that CURRY(EV4¢) 0 CURRY 4¢(EV) =

LC.
O

Proposition 7.7. In a CCC the object (AB)¢ is an exponential of A with
respect to B x C.

Proof. We have to prove three things; that 1) there exists an arrow EVyeq :
(AP)Y x (B x C) — A such that 2) for every arrow g : D x (B x C) — A
there exist an arrow u : D — (A®)¢ which makes the diagram

Evnew

(AP x (Bx ) —» A

U X LBxcC

D x (B x C)

commute, and 3) that is unique. We prove 1) and 2).
As the products are associative and commutative, when useful we will drop
or move the parenthesis, and we will reason up to the isomorphisms

Dx(CxB)=2(DxC)xB=Dx(BxC)

Consider an object D with an arrow g : D x (B x C') — A; since we are in
a CCC, there exists the exponential A?, thus we have the diagram

ABxgﬁ,A

CURRY A5(9) X tp

(DxC)x B
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with
h = CURRYApB(9) =g =Evapo (h X ip)
We have now the arrow CURRYag(g) : D x C — AB. We use again the

hypothesis of being in a CCC, to use the exponential object (A%)°. Since it
exists, the following diagram commute

(AB)C x C EVABC, 4B
Q)
@l IS
CURRY Apc(CURRY A5(9)) X Lo O™
DxC

with CURRY oo (CURRY 45(g)) : D — (AP)¢ and
h= CURRYABc(g) =g =EVaBco© (h X Lc)
Thanks to product maps, we have the arrows

EVap

EVapc X LB
A S ABx B 224

(AP xC x B
Let EVypew = EVapo(EVape Xtp). We prove that u = CURRY opc(CURRY a5(9))

g = EVpew © (CURRY Ao (CURRY 45(9)) X toxB)

{Identity of produts is the product map of the identities}

g = EVpew © (CURRYABc(CURRYAB(g)) X (LC X LB))

{Associativity product maps}

g = EVpew © ((CURRY A (CURRY AB(9)) X tc) X tB)

{Definition of EVyeq }

g =EVap o (EVapc X tp) o ((CURRY 4Apc(CURRY AB(9)) X tc) X tB)
{Properties composition and product maps}

g =EVap o (EVapc © (CURRY 4gc(CURRY 45(9)) X to) X (tp otg))
{UMP CURRY 4pc(CURRY A5(9))}

g =EVap o (CURRYAB(9) X (tpotip))

{Identity axiom}

g =EVap o (CURRYp(g) X tB)

{UMP CURRY a5(9)}

true

We have proven 1) and 2). O

Exercise 7.8.
no. 6.8 (2) in [Awo10]

no. 1.10.5 (5) in [Pie91]

Show that for any three objects A, B, C' in a CCC, there are the isomorphisms:
(a) (Ax B)® = A® x B¢
(b) (AB)C o AB><C

Proof. Point (a) follows from Proposition and Proposition The proof
of point (b) follows from Proposition and Proposition O
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