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Non-Invasive User Modelling to Support
Browser Behaviour Reflection
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While user modelling and personalisation is an ongoing area of research, it is also a
mature field with work dating back more than twenty five years with no system having
gained mass adoption. In this work we introduce AMS, a user modelling system that
works silently in the background while users browse the internet, modelling browsing
behaviour, collecting browsing data and analysing it with a view to inferring the user’s
interests.

Prevalent issues from similar systems, such as privacy concerns or intrusion to the
user’s browsing experience are nicely circumvented here as we engineer the data to being
contained and stored at the user’s browser while only using implicit methods to collect
the data. Text analytics are used to extract key terms from the raw data which is
collected from pages that the user visits and a rating is applied to these terms, taking
into consideration the time spent actively viewing the page with respect to the length
of the page.

We show how AMS is effective in surmising the user’s interests, within the bounds
of the evaluations that were carried out and we show how getting results from the linked

data environment played a role in enhancing the user’s overall experience.
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Chapter 1

Introduction

“The Internet is the world’s largest library. It’s just that all the books are on the
floor.” John Allen Paulos

In the civilised world today it is difficult to conceive a life without the internet.
We constantly search the World Wide Web (WWW) at any time of the day or
night to gain access to news, weather, email, travel, sport, entertainment etc. We
tirelessly sift through vast quantities of information in order to find the snippet
we are looking for. The WWW has revolutionised the way we think, the way
we work, the way we do business. Businesses improve their productivity and
competitiveness with instant access to information and lightning fast electronic
processing ability. The WWW has become an invaluable resource to so many,
from academic researchers to students to people with disabilities. It has brought
the world closer to us and has played a huge role in globalisation as it integrates

and amalgamates the people of the world.



With the exponential growth of the WWW [2], there is an exciting area of
research, to investigate and develop ways to capture how users browse the web with
a view to using this information to profile the user and infer the users’ interests.
If this information can be captured and utilised correctly, and that is a challenge
to say the least, it could then be used in a number of ways, e.g. to develop a
user model which could work in unison with the user, being continuously updated,
which could present personalised and relevant suggestions and information to the
user to improve their browsing experience as they browse the web. Making systems
more useful and more usable is a fundamental goal of human-computer interaction
and also to provide users with a browsing experience which is appropriate for their

specific knowledge and interests.

As the internet evolves there is a constant desire to get more relevant infor-
mation and to get it faster than ever before. We are inclined to browse blindly,
using search engines without really knowing how best to formulate a query that
will represent what we are looking for. Lazonder et al. [3] compare the work of
finding useful information on the WWW to that of the work of a detective, always
trying to ask the right questions, to the right sources, and then having to piece the
information together to reach a result. We are presented with millions of results
for every query we make and waste time trying to sift out the items which are
relevant to us. Most likely we will see something else that we weren’t looking for
and go off on a deviation away from the task at hand. Current personalised search

tools like iGoogle! or My Yahoo? strive to make our browsing experience better

Thttp://www.google.com /ig
2http://my.yahoo.com/



by presenting a web page that we can custom tailor to display information such

as the local weather or our daily horoscope etc.

Accurate personalisation has become a Holy Grail of the WWW [4]. We have
come to expect to be welcomed by name on websites that we visit frequently and
we expect results of our queries to be tailored to our local area. Social websites
strive to learn as much as possible about us in order to use that information
to present more relevant information back to us. Most websites that use any
form of personalisation do so by utilising a log-in system which enables them to
segregate unique information by user. Facebook takes note of who we are friends
with and who our friends are friends with and makes suggestions as to who we
might know. Ecommerce websites such as Amazon.com store our shopping history,
what we purchase and what we look at, and use this information to make relevant
suggestions of items we might be interested in, based on what people with similar
purchase/browsing history also bought/looked at. This is a powerful sales tool

and no doubt one that has promoted huge revenue over the past number of years.

It is possible to envision a world where there is an individual repository of
information about each person, their characteristics, their likes and dislikes, their
interests, their area of work, their patterns of behaviour etc. Basically one log-in
area for the whole WWW where a user profile, which can be easily accessed by
web applications, including search engines, to be used to adapt information on
a person by person basis as they search or browse the web. Imagine being able
to go onto any search engine and type a query such as 'what movie will I watch

tonight?’ and be presented with only movies that you will like and of course



not have to sift through ones that you have already seen. The main obstacle
preventing this idea from becoming a reality at present is how to deal with the
issue of privacy surrounding the collecting and storage of personal information,
but the other hindrance is the ability to capture users’ interests accurately in a
non invasive way. To best deal with the issue of privacy, the system developed in
this work is a client side web browser plug-in which stores data on each person’s

individual machine and is not accessible by any means outside of that machine.

1.1 Motivation

While user modelling and personalisation is an ongoing area of research, it is also
a mature field with work dating back more than twenty five years [5] and as you
will read about in the State of the Art (Chapter 2), no system has yet managed to
gain mass adoption. There appears to be no quick fix, one for all solution that can
magically interpret each individual’s requirements. The motivation for this work is
a desire to find a simple, effective means of modelling a user’s browsing behaviour
with a view to reflecting the perceived interests of the user back to them. If this
system can accurately model the user, it could be used in a variety of future work
in the area of user modelling. The decision was made to build a non-invasive,
implicit system due to the annoyance to users [6] and the time consuming nature
of explicit questionnaires or nuisance pop-ups of any kind when attempting to
acquire information from the web. The performance of the system is evaluated
within specific domains and results are compared to the system’s performance in

the open domain.



1.2 Research Question

This dissertation investigates to what degree a user’s interests can be inferred by
gathering text, performing text analysis and applying a rating, on information
from the pages that he/she visits while both actively searching for information

and casually browsing for information.

1.3 Objectives

One goal of user modelling is to realise the possibility of providing users with
their own unique view of information, personally tailored in the best possible way
to suit their individual needs. When a user is provided with personally tailored
information in this way, as opposed to being presented with the same information
that everyone else with their own unique requirements are getting, they have the
ability to process the information more rapidly and ultimately save the time and
energy that it would otherwise take to sift through the mountains of information

available on the WWW.

The primary goal of this work is to identify the key areas of interest to a
user when browsing for information and to do this in a non-invasive way. We
will then utilise the most dominant elements of our findings to develop a system
for capturing, analysing and utilising this information in order to create a unique
individual user model which contains a surmised account of the user’s interests.
This model could then be used in future work, e.g. to build a web browser plug-in

that makes informed and relevant suggestions to the user as he/she browses the



WWW, perhaps by extracting information from a linked data set.

1.4 Approach

After analysing each of the web browsing and user modelling experiments that are
outlined in the state of the art Chapter 2, for what was successful and what wasn’t,
a plan was drawn up of how an effective user modelling system could be built.
Chapter three will outline the motivation for the design of AMS and outline the
steps that were taken to arrive at the final design. On deciding that a web browser
plug-in was a suitable fit for the requirements, we began experimenting with both
Firefox add-ons and Google Chrome extensions. The choice to use Google Chrome
is discussed in Chapter 3. The next step was to decide how best to collect the data
and make it work towards the goal of the project. Researching the document object
model (DOM) which is a cross platform, language independent means of accessing
and interacting with HTML objects, we discovered the possibilities that the DOM
allowed and experimented with the collecting of any text that was represented by
tags or id’s on a web page. The DOM works by allowing access to any element by
using the Javascript language, getElementsByld or getElementsByTagName calls.
The next step was to decide what type of text analysis to use on the collected
text, how the data would be rated, followed by where it would be stored. Finally
the means of presenting the data back to the user was decided on. An in-depth

discussion of the process outlined here can be found in Chapter 3.



1.5 Dissertation Outline

This dissertation is divided into a theoretical part, chapters 1- 2, and a practical
part, chapters 3-7. This Introduction Chapter outlines the motivation for this
work, the research question that will be addressed by this disseration, and talks
about user modelling and personalisation, and what the benefits of an accurate

user model can be.

Chapter 2 presents the State of the Art in the area of user modelling and web
browsing behaviour and discusses how people browse the WWW and the types of
user models that have been developed to date, the motivation for these, what has

worked well and what hasn’t worked well and the reasons why.

The design chapter, Chapter 3, assesses the State of the Art and discusses the
key points that inspired the design of our user modelling system AMS. This chapter
introduces AMS, a non-invasive user modelling system that we have developed.
There follows a description of the design issues, the motivation for the design based
on the User Centred Modelling approach, the problems that were encountered

along the way and how they were overcome.

Chapter 4 discusses the implementation of AMS and provides an outline of
the technological architecture of the system, the technologies which were used to
develop the system and the underlying web service that provides text analysis to

the system.



The evaluation chapter, Chapter 5 talks about the evaluation, the domains
that the experiments were carried out in, how the experiments were carried out,

what evaluation means were used and outlines the results.

Finally Chapter 6 concludes with the main points of the project, what was
achieved and learned and includes an outline of the contribution to the State of

the Art. Future work which could be carried out in this area is also discussed here.



Chapter 2

State of the Art

2.1 Introduction

This chapter presents the state of the art in web browsing behaviour and user
modelling. Section 2.2 discusses the various types of web browsing behaviour,
what is most popular and what are the trends. In 2.3 the recent research in user
modelling is discussed where both client side methods and server side methods are
looked at. There is also a discussion on implicit versus explicit user modelling.
In 2.4 linked data is introduced and shown how it will be included in Chapter 4’s
evaluation of AMS. Finally in 2.5 we briefly discuss text analytics and how it can

play a role in user modelling systems.

2.2 Modelling based on browsing behaviour

Two well known browsing methods to obtain information from the WWW are by

entering search terms into a query based search engine e.g. Google, or by using



hyperlinks to navigate from one page to another. Half of the evaluators of AMS, as
can be seen in Chapter 4, cite the difficulty of finding relevant information quickly
and easily, the majority found popups to be annoying and none of the evaluators

ever fill out surveys trying to build a profile of them for marketing purposes.

There are a number of ways of characterising web surfing data, whereby we
can analyse browsing data at the client, proxy or server side. In this study, we
are interested in capturing browsing behaviour at the client side, more specifically
from within the browser, as we believe that this is where we can best capture and
analyse the user’s browsing behaviour and in turn use this analysis to formulate a

method to find and present more applicable information.

A study of user behaviour on the WWW was carried out by Catledge and
Pitkow [7] in 1994 and was one of the first studies done. 107 people were stud-
ied over 21 days, with each participant using the XMosaic browser. The authors
enabled a client-side trace file to be generated by configuring the browser, and
this trace file detailed user interface selections and user navigation patterns. They
recorded 31,134 navigation commands over the 21 days, which approximates to
14 page requests each day by each user. The results show that the majority of
user activity was in following hyperlinks (52%) and in using the 'Back’ button
(41%). The other categories such as using the 'Forward’ button, bookmarking,
etc., evenly accounted for the remaining 7%. Another widely cited study on web
browsing behaviour was carried out by Tauscher and Greenberg [8] in 1995. They
surveyed browsing information for 23 users over a six-week period, with approx-

imately 19,000 navigation commands, which equates to approximately 21 page

10



requests each day by each user. The study results show the most prominent web
browsing activity (50%) to be that of clicking on hyperlinks to navigate between
pages, with 43% using the 'Back’ button as the second most popular means of web

browsing. These results are in line with the findings of Catledge and Pitkow [7].

The Tauscher and Greenberg study [8] also investigated how users revisit web
pages. They calculated the probability of a user revisiting a page, i.e. a user
requesting an URL that they had previously requested at some other time in the
study, to be approximately 0.58. This would suggest that the actual figure for re-
visiting links is much higher, as the number of times that these users requested the
same URL previous to the study is not taken into consideration in these figures. It
is common practice in browsing the web to request the same URL again and again,
as often the content is updated but the URL is still the same (e.g. www.aertel.ie

giving frequent news updates)

Cockburn et al. [9] noted some shortcomings in the earlier [8] studies and
their work extends these earlier works to give a more up to date view of browsing
behaviour. Among the shortcomings listed, were the substantial growth of the
web and development of navigational tools since the earlier studies. They also
felt that the duration of the previous studies was not long enough to capture an
accurate account of the number of page re-visits by users. Furthermore, since users
were working on XMosaic, which was not their browser of choice in most cases,
their behaviour could be somewhat different than their behaviour while using their
favourite browser. In the study, Cockburn et al. [9] analysed the history.dat files of

17 users working on the Netscape browser, on dates from October 1999 to January

11



2000. Users consisted of faculty and staff of the University of Canterbury in New
Zealand. 84,841 page requests were made over the duration of the study, which
is approximately 42 page requests by each user every day, which is significantly
higher than the earlier studies [7][8] and is an indication of a substantial increase
in daily use of the WWW. The results of the study found the re-visitation rate
to be 0.81, a sizeable increase over the Tauscher and Greenburg [8] figure of 0.58.
Part of this increase can be explained by the difference in length of the studies,
four months versus six weeks, giving a more accurate picture. Furthermore with
the evolution of the WWW and the introduction of new technologies such as Ajax,

people are more likely to re-visit pages as content is often continuously updated.

The next significant study was conducted by Huberman et al. [10] They found
through studying the surfing data of America Online users, over a five day period
in December 1997, that there are strong consistencies with users surfing patterns,
especially with the amount of times that users click within websites. They study
the number of links a user clicks on within a Website and devise a mathematical
probability of the depth of search. Each page visited is given a value and if the
user clicks on the next page it is an indication that this page is also of value. It
is difficult to tell the value of the next page so they assume that it is randomly
related to the current page and assign it a random value plus the value of the
page just left. When the value of continuing to browse is determined to be lower
than the expected value of the information to be found on the next page, the user
ceases. From these assumptions, Huberman et al. [11] determine the probability

of the amount of links that a user is likely to follow within a website.

12



A pattern of web browsing behaviour is beginning to emerge from these exper-
iments, whereby users are more inclined to navigate their way through hyperlinks
while browsing, or by using the 'Back’ button, than by any other means. It is
important also to keep in mind that there is a strong tendency towards re-visiting

pages previously viewed.

When we focus on the different ways of seeking information we find that Wil-
son [12] categorises four types of search and acquisition; "passive attention, passive
search, active search and ongoing search’. Passive attention is inadvertently ob-
taining information while we are listening to the radio or watching television.
Passive search is when we are searching for information and discover some useful
information that we hadn’t actively been searching for. Active search is when an
individual is intentionally searching for information. Ongoing search is building
upon the information base that is created from active searching. Building these
four categories into web browsing behaviour, we can identify passive attention with
browsing through links with no intent or direction, passive search with bookmark-
ing, active search with entering search terms or directly entering URL’s to navigate
to a required page and ongoing search with re-visiting pages and bookmarks and

entering explicit search terms.

There are many specific actions that a user can perform when browsing the
WWW, such as clicking on hyperlinks to follow a chosen path, dragging the sliding
bar, or using a mouse wheel to scroll up and down a page to read or scan the
information. Some users tend to highlight text with a mouse as they read it or use

the mouse pointer to underline each word being read. Using the forward and back

13



buttons are also a popular method of moving between pages. Bookmarking a web
page is probably one of the strongest indications of current interest in a particular
topic. It is important to bear in mind however, the results in [9] indicate that
although users tend to keep a large numbers of bookmarks, it is not often that
they get deleted, meaning that a high percentage of bookmarks are most likely
invalid or interest in them has expired. What a user is downloading is also a direct
implication of interest. Some of the more modern browsers, e.g. Google Chrome,
offer a page of thumbnail screenshots which are links to the user’s most frequently
used websites. As shown earlier, 81% of users tend to revisit a webpage, which
implies that four out of every five pages have been viewed by the user previously,
and this would justify the reasoning behind the Google Chrome thumbnail page.
The history page is also a good source for connecting users with previously visited

websites.

A typical web browsing session consists of reading or scanning the current
webpage, deciding whether to follow any links, returning to a previously visited
page, going to a bookmarked page or bookmarking the current page. Following
a link indicates possible interest in the destination page but it is more indicative
of interest in the page containing the link. If the user navigates away from the
destination page in a very short time, this is an implication that the link was of
little value to the user. Similar to reading a book, we tend to read web pages
from left to right and from top to bottom. When a user skips past a link without
exploring it, we can assume that the user is not interested in this link, at least at

the present time.
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This research focuses on collecting and analysing information from web pages
that are visited, such as the title text, the headings text, keywords from the meta
tags, text in bold or strong lettering, text entered into a search bar and text high-
lighted with a mouse as a user browses the web page. The motivation behind what
information to collect is outlined in Chapter 3 and is largely based on the results
of our User Centred Design process. The collected data is analysed, processed
and reflected back to the user. The goal is to determine whether the analysis of
these methods alone will provide us with enough data about the user’s interests,

to develop an accurate user model of web browsing behaviour.

2.3 User Modelling

In traditional information retrieval systems producing static hypermedia content,
there has been a missing link whereby the user is inundated with information,
much of which is of no relevance to the specific user. Take for example a ten year
old looking up information for a school project on the subject of the human body.
While the query will return a list of documents ranked in overall interest of the
users of the WWW!, the ten year old will be presented with the same information
as a Biology PhD student entering the same search term. Situations such as this
example is, no doubt what originally inspired user-modelling research, to find a way
to profile the individual user in order to present a personalised browsing experience

while using the WWW.

The core element of this research is the user modelling. A user model is a

model of how the computer represents the user’s interests, information needs,

15
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Figure 2.1: An archetypal system employing a user model [1]

expectations and goals. Kules et al. in [1] express their view of a typical user
modelling system in Figure 2.1. While this is not specific to any one user modelling
system, it is indicative of the components which are used in user modelling systems
in general and indeed comprises some of the components of the system which is

presented in this work as will be seen in Chapter 3.

In this research our aim is to infer what the general interests of the user are,
what the user possibly knows about the subject in question, and what cognitive
processes the user presents which might affect his/her use of the system. We must,
first of all, determine what information is available to us and what information
we are going to capture to leave us best equipped to model the user’s interests.
The user’s query to a search engine provides the ultimate indication of intent and
interest and provides a good base point to begin our modelling. From there we

will capture key terms from the text of the page, perform some text analysis and

16



develop an algorithm to extract the key points to use in formulating the user

model.

One thing which is important to consider at this point is that along with
having specific long term interests, the user may also be looking for impromptu
information which may represent a fleeting interest, and once the information is
obtained, the user will most likely have no further need for this type of information.
Take for example, a user looking for information about renting a house and may
scroll through many house renting websites. Once the house is rented the user
has most likely lost interest in those websites. In these situations, information
about the user collected over an extensive period of time is most likely ineffective,
whereas the current search situation such as which search results the user is viewing

currently, can be expected to be much more useful.

2.3.1 Implicit User Modelling

There are basically two methods of user modelling, implicit and explicit, and
we will endeavour to explain these now. Implicit user modelling is a means of
building a model by collecting information that is implied by the user. There are
no direct questions asked of the user, there are no boxes to tick, basically there is
no direct user input involved. An implicit model tends to work in silence, taking
and analysing information as the user browses, perhaps noting keystrokes, search
terms etc. This method is possibly more favourable to the user as it requires
no interaction and is not annoying. [13] shows that implicit modelling can be

as effective and sometimes improve on explicit modelling in terms of accurate
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feedback.

Sometimes however, implicit user models can be annoying in a different manner.
One of the widest known implicit user modelling projects is the Lumiere project
[14]. The Lumiere project was developed at Microsoft Research and uses Bayesian
algorithms to capture the uncertainty between the user’s needs and goals from
their observed actions and queries. It was from this project that the Microsoft
Office Assistant was born, and made its first appearance in Office 97. While
the technology worked really well, the downside of the Office Assistant was its
invasiveness to the user and it was found to be annoying and disruptive to the
work at hand [15]. Consequently it was turned off by default in the Office XP
edition. It is this project that inspired the idea of a non-invasive user model to be

used in this work

2.3.2 Explicit User Modelling

In direct contrast to implicit user modelling methods, an explicit user model has a
basis of direct input by the user whereby the modelling is done based on pre-defined
methods of gathering information from the user, be it through questionnaires or
other means of directly gaining the user’s input. Users can also be requested to
provide explicit feedback on the relevance of the results produced by the system in
question. This is called relevance feedback and had been proven to be an effective

means of obtaining accurate user preferences [16].

A good example of an explicit user modelling system is the Avanti Project [17]

[18] which is an information system centred around a metropolitan area for use
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by a variety of people with different needs and different backgrounds, from the
elderly to the handicapped to the tourist to the resident. Avanti uses an initial
interview to build a profile of the user and then uses stereotypes to place users
into subgroups. The information presented to the user is then customised based
on the profile and the subgroup, for example users with disabilities could be given

information on accessibility in the area.

The explicit model however, although having the ability to collect more relevant
information and collect it efficiently, can be frustrating and off-putting to the user,
causing a distraction to the user’s thinking pattern and perhaps sending them off
in another direction or inspiring them to give up what they were doing. Or as
aptly put in [19] ’Since the cost to the user is high and the benefits are not always
apparent, it can be difficult to collect the necessary data and the effectiveness of

explicit techniques can be limited’.

2.3.3 Existing User Modelling Systems

The following is a brief account of a selection of the work done to date on user
modelling. The User Modelling Tool (UMT) proposed by Brajnik et al. [20] spec-
ifies stereotypes, containing user type descriptions in the form of attribute-value
pairs. The stereotypes are arranged in random hierarchies and sub-stereotypes
can inherit information from the main stereotypes. Every stereotype has triggers
and these can indicate when a stereotype is applicable to the current user. A rule
interpreter provided by UMT allows the defining of user model rules. Assertions

about the user are stored by UMT, and are generated by the application system. If
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these assertions are deemed reliable or unreliable, they are considered as constant

or as assumptions to be deleted later.

Although there has been much work done on user modelling and many different
types are in use, the focus has shifted in recent years towards ontology based user
models which ties in with the vision of a semantic web and linked data. Ontology
is defined as ’an explicit specification of the conceptualisation of a domain’ [21]
or in other words it is a description of a common understanding of a domain that
can be used by both machines and users. In [22] Kay outlines the advantage of
using ontologies in user modelling. Kay states that a user model "needs an agreed

ontology and representation so it can be used by different application programs”.

The idea of a shared user model is discussed in [23]. Here, the Personis server
is presented, which bases its user model on component-evidence-source triplets.
Each application can define its own triplets without having to regard the others,
which limits its reusability. OntobUM (Ontology based User Model) [24] is an
ontology-based user modelling framework which was developed mainly for knowl-
edge management systems. In OntobUM there are two parts to the user model,
an explicit and an implicit part. The implicit part is concerned with system usage
where the authors characterise users as 'readers, writers or lurkers’, while the ex-
plicit part holds qualities such as the profile, preferences and identity information.
OntobUM is a user-modelling server, which uses the RDF/RDF'S format, the same
format used in linked data. A broad overview of commercially available systems

is outlined by Kobsa in [25].
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We are interested in client-side customisation, where a user has their own
distinct user model that has learned about their interests and can customise the
WWW browsing experience accordingly. Letizia [26] scans the WWW ahead of
the user, investigating links which are on the current webpage, and in turn using
this information for the user model to recommend pages that it has determined
will be of interest to the user. Letizia observes the user behaviour and builds
the model based on these observations. Similarly in Syskill and Webert [27] users
are encouraged to rate Web pages and then a profile is generated of each user’s
specific interests. The AiA project [28] adds a presentation agent which directs
the user’s attention to probable areas of interest. The agent has a model which
uses individual user’s preferences, interests and needs and this model is used to
decide what information to present and how best to present it. The presentation
agent is on the client side, similar to this research which also focuses on the client

side.

2.4 Linked Data

In 1998, Tim Berners Lee, who is attributed to being the founder of the WWW,
shared his vision for the future of the web. He coined the term ’semantic web’ [29]
to portray a WWW where computers can understand, analyse and act upon data,

without the need for human intervention.

With the rapid growth of available information on the World Wide Web, any
of the established search engines have difficulty meeting the information needs of

users, in terms of effectiveness. Users are presented with information overload,
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millions of possible websites to answer one simple query. For example, searching
on Google for the word ’Amazon’ will return 648 million results and will present
all types of completely unrelated information, ranging from the Amazon rainforest

to the Amazon eCommerce website.

In 2006, Tim Berners Lee introduced the idea of ’linked data’ [30] with the
aim being to link related data and to allow users to share data in much the same
way that they share documents now. Linked Data refers to data available on the
Web that it is machine-readable, clearly defined, ’linked to external data, and can
be linked to from external data [9]. A brief overview of the design principles for
linked data is that every resource has a unique URI and these URI’s can be looked
up using HTTP [30]. There should be links to other resources and information
about a resource is expressed as a set of simple subject-predicate-object triples in
the Resource Description Framework (RDF) [31]. In his 2009 address at the Ted
Conference, Berners-Lee encourages users to put their data on the web and more

importantly to define relationships within that data.

Linked data is a subset of the semantic web where data that is related is
linked together and the semantics of the relationship clearly defined, with a goal
to making web search more effective. We envisage the linked data set to play a

key role in future work around the field of user modelling and personalisation.

In this work we are interested in comparing the effectiveness of our user model
in a traditional browsing situation to that in the linked data environment. If our

user experiment proves successful, it could be further enhanced by technologically
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implementing a Sparql query to query a linked data set such as DBpedia with a

view to presenting relevant information to suit the user’s individual needs.

2.5 Text Analytics

Text analytics is the analysis of text with the goal of changing text into usable
data by studying word frequency distributions and applying pattern recognition
and text mining algorithms [32]. Text analytics is a similar concept to text min-
ing. Tan et al. [33] define two areas of text mining, text refinement and knowledge
distillation. Text refinement transforms documents into a pre chosen intermediate
form and knowledge distillation extracts patterns or knowledge from the interme-
diate form. Nasukawa et al. [34] define the very basics of text mining to be concept
extraction which in this case are simple keywords or features which summarise the
content of a document. Similar to this work where keywords are extracted, the
same problems were encountered by Nasukawa et al. whereby not every word in
the document defines the document concept. Therfore the challenge is how to

extract the meaningful words and how to cluster them into useful groups.

Text analytics are used by many companies to analyse data such as customer
satisfaction questionnaires, customer complaints etc. In the medical field natural
language processing systems such as MedLEE [35] and GENIES [36], have been
developed to assist in text mining for specific clinical information. Hearst et al.
[37] distinguish between text mining and data extraction and describes situations
such as a computer successfully extracting key information such as name, address,

job skills etc from a CV as data extraction while their criteria for text mining is
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that there must be some new information produced.

AMS uses text analytics, albeit a lightweight variety, to produce interesting
data from search terms entered into a web search query engine, from text selected
as we scroll, keywords from meta tags, text which makes up the title of the page,
text in bold and text in headings on the page. Techniques such as the porter
stemmer algorithm [38] are used to transform words into their root form. This

reduces the repetitiveness of like words and groups words in a more useful way.

One issue related to text mining that is gaining momentum as the WWW
grows is the issue of privacy. For example, as social networking sites gain more
knowledge about us, from knowing who are friends are to having photographs
of our families in their possession, we are becoming aware of the importance of
privacy and users are beginning to question the integrity of the websites they are
using and are reluctant to divulge personal information without first knowing how

this information will be protected.

In recent years methods have been proposed to conceal sensitive information
when text mining in order to represent the information without loss of privacy.
Some important techniques include methods such as l-diversity [39], k-anonymity
[40], perturbation [41] and condensation [42]. AMS addresses privacy effectively
by collecting and storing data only at the client side, within the web browser and
therefore no masking of data is necessary. The text that goes out to the hosted

text service is anonymous and holds no association to the user.
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Chapter 3

Design

3.1 Introduction

The purpose of this project is to design a non-invasive user modelling system that
works in the background as users browse the web. This system should gather
key information from each page that a user visits, perform text analysis on the
information, and subject it to some form of rating mechanism, in order to transform
it into usable data that is a representation of the user’s interests. At this point
the user can decide to view the information if he so desires and decide whether the
information is relevant to him/her. The outcome of the evaluations performed by
users will determine if the methods used are adequate enough to build a feasible

user model that infers the users’ interests.
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3.2 Design Influences from State of the Art

The principal lesson learned from analysing the state of the art is that it is difficult
to model a user’s browsing behaviour accurately by implicit means. However we
have also learned that modelling by implicit means is more favourable to the user
as it doesn’t negatively impact on their browsing experience. Another noteworthy
message that comes across from the state of the art is that there is no ’one size fits
all” when it comes to anticipating users browsing behaviour. Attempting to build
a user model by explicit means, e.g by asking direct questions, while it proves
more efficient and more accurate, can be very off-putting and annoying to users.
Anything unexpected appearing on the screen or any indication to say that there
is something 'watching’ every move the user makes is also a major disincentive
and can inspire users to cease browsing. Further analysis of the state of the art
and the issues surrounding privacy of user’s data steered us away from the choice
of developing a user modelling system that is housed at the server side. A more
favourable option is to capture and store the data at the client side. This method
should prove to be popular with users as it eliminates the possibility of exploitation

of their browsing information.

3.3 Requirements

3.3.1 Implicit User Modelling

The points discussed in 3.2 inspired the creation of a system that completely
works in the background, naturally collecting information and modelling the user’s

browsing behaviour without the user being constantly reminded that it is there, in
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other words an implicit user modelling system. [43] uses implicit user modelling
techniques, similar to AMS but different in the types of information that are
gathered to build the model, to improve users search accuracy with the UCAIR

web search tool which is a client side web browser plug in.

There are a number of factors that must be taken into consideration in order
to build an accurate model. [13] shows that the total time spent scrolling on a web
page is a good indication of user interest and therefore this is one of the aspects
of the user’s browsing that AMS will take into consideration. It also makes sense
to take the length of the web page into consideration since a user spending the
same amount of time on a page that is 1200 pixels long compared to a page that
is 3600 pixels long should indicate a higher level of interest. These factors, the
time spent on the page with respect to the length of the page are the basis of our

rating system which is discussed in 3.3.4.

3.3.2 User Centred Design

The concept of user centred design and the discussion in [44] of the dangers of
neglecting to include the user in the design process, inspired us to choose one
person to follow this project from start to finish. This user’s input was used

throughout the entire design and evaluation stages.

User centred design is a popular concept in user modelling and was the basis of
the HyperAudio system [45]. HyperAudio is a portable adaptive guide for museum
visitors. As the visitor moves around the museum building, their location is used

to navigate and guide their visit. Users are categorised by answering an initial
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questionnaire and the electronic portable device is programmed specifically per

category, (age group, interests, levels of expertise etc)

The person we chose for our User Centred Design process is a qualified NLP
Life Coach, we will call her 'Carol’” for the purposes of this project. Carol readily
agreed to help out in the process and a time was decided for the initial meeting.
When asked to choose a domain to use for evaluation purposes Carol chose the

area of life coaching which includes NLP and hypnosis.

In order to decide what information is most useful to capture from a webpage
to initiate our user modelling system we carried out the following experiment. At
the outset Carol was asked to browse the web to find some websites that interested
her. The search terms that she entered were noted. When she found a page that
she liked she was asked to print it and highlight any single words on the page that
she felt were indicative of her interests or that caught her attention. She was asked
to repeat this task until she had three pages of interest printed and highlighted.

Figure 1, 2 and 3 were what resulted from this experiment

It is clear to see from the highlighted words that it is not necessarily the words of
the body of the page that are of interest, in fact that is rarely the case. Instead the
most important words consistently appear either in the headings or bold lettering.
We also note that a lot of the key words that were highlighted also happen to
appear in the title. We continued our experiment for another five pages and found
that the results were consistent, the majority of useful words were either in the

heading text or bold lettering and some of the highlighted key words that may
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We need to examine what impact EI leadership has to offer for our
personal performance, emotionally, physically and spiritually. There
is now widespread support from pioneering researches like that of
Dr. Alex Concord of The Concorde Initiative Her understanding of
how the brain functions has lead her to identify that the limbic
system is in fact the powerhouse and Chief Executive of the
human-mind/human body system. Linear thinking is cognitive, but
to create transformational change the limbic system has to be
involved. Transformational change (limbic) is to change
fundamentally how we see things and how you do things as a
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system exceeds resources in any give time frame. Group work will
increase the resources as will coaching increase the resources for
the client. In summary to reduce stress, that aim is clearly to
ensure that demands are minimised and resource maximised. The
greatest demands are internal are much more important than
external demands.

Principles of Emotional Intelligence

These eight principles are taken from Applied EI by Tim Sparrow &
Amanda Knight

1.We are each of us in control of, and responsible for, our actions.
2.No one else can control out feelings.

3. People are different, they experience the world differently, they
feel different things and the want different things.

4. However you, and they, are OK.

5. Feelings and behaviour are separate. Being out of touch with our
feelings does not mean being out of control of ourselves and
behaviour.

6. All feelings are self-justified, to be accepted, and important
7.Change is possible
8. All people have a natural tendency towards growth and health.

Measuring Individual Effectiveness

Underpinning fe is the JCA theory of Emotional Intelligence (