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sub-tree loses that data until the tree is reonstruted. In mesh-based streamingsystems, data hunks an be obtained from any neighbour that holds it and thuswhen one neighbour fails, other neighbours may still provide the data. For thatreason, many researhes fous on mesh overlays for P2P streaming. However,one problem posed by mesh overlays is that they do not rely on any prede�nednetwork struture and thereby are more di�ult to study than tree-based over-lays. In this paper, we show that when data hunks are streamed over meshoverlays, tree-based di�usion patters dynamially emerge in the overlay. Thesetree-based patterns of di�usion an be studied in the same manner as tree-basedoverlay strutures. The ontribution of this paper is that we identify and anal-yse properties of the emerging tree strutures in mesh overlays and, in order toevaluate their performane, we ompare them to optimal di�usion trees in bothhomogeneous and heterogeneous environments. This provides insights into howmesh overlays an be adapted to redue bu�ering delay in mesh-based stream-ing systems to a theoretial minimum. Based on this analysis we developed analgorithm that redues di�usion tree heights in a mesh overlay and thus, alsoredues bu�ering delay.The paper is organised as follows: in Setion 2 di�erent approahes to theanalysis of mesh-based streaming systems are presented. Setion 3 shows howdi�usion trees emerge in mesh overlays and analyses these di�usion trees. Finally,the adaptation algorithm is presented and evaluated in Setion 4 before the paperonludes in Setion 5.2 Related WorkMany mesh-based P2P streaming systems have been proposed in the last fewyears [2,3,4℄, but none of them has been formally analysed due to their omplex-ity.Chunkyspread [5℄ is one example of an unstrutured approah to mediastreaming. It uses a multi-tree (multi-desription) based struture on top ofan unstrutured overlay. The struture is very dynami as eah peer periodiallysearhes for new partners in its loal environment. Peers exhange information(load, lateny, reation of loops) with their neighbours to searh for the bestparent-hild pairs for eah tree. The onstraints on these relationships are (1)to avoid loops, (2) to satisfy any tit-for-tat onstraints, (3) to adapt load (shallbe in a per peer de�ned range) and (4) to redue lateny. The loop-preventingalgorithm whih is run on the overlay ensures that hunks are distributed fol-lowing a multi-tree struture. In this paper we argue, that trees do not need tobe built expliitly, but that they are inherent to the mesh struture.In ontrast, SplitStream [1℄ is a tree-based P2P media streaming arhite-ture that fouses on robustness. Di�erent to our model, the stream is split intomultiple stripes that an be distributed independently. A distint tree is on-struted for eah of these stripes on all the partiipating peers. The robustnessin SplitStream omes from the fat that eah node is an inner node in at mostone tree and a leaf node in all the other trees. Thus, if a peer fails, only one



distribution tree is a�eted and has to be rebuilt. In our model a tree struturelose to SplitStream is derived from a mesh-based approah. Peers are also innernodes in only one tree and leaf nodes in all others. Due to the mesh struture,trees are dynamially built and adapted if nodes fail or bandwidth onditionshange.A omparative study of tree- and mesh-based approahes for media streamingis presented in [6℄. Authors �rst propose an organised view of data delivery inmesh overlays, whih onsists of data di�usion and swarming phases, and laterintrodue delivery trees, whih they disover in mesh overlays in a similar fashionto di�usion trees desribed in our paper. Our work is di�erent in that we fouson formally analysing properties of di�usion trees rather than evaluating themby simulation. We also propose an overlay adaptation algorithm that improvesproperties of these trees.A di�erent approah to analysing P2P media streaming systems are �uidmodels. In [7℄ the authors present a stohasti �uid model that takes into aountpeer hurn, heterogeneous peer upload apaities, peer bu�ering and delays. Inthis paper we analyse the distribution trees reated in a mesh suh that knownadaptations for tree-based approahes an be applied to meshes.In [8℄ tree-based P2P streaming systems are analysed and it is shown thatmoving high-bandwidth nodes lose to the soure is advantageous and leadsto high performane gains in terms of total download apaity. We show inthis paper that the same holds for mesh-based systems and that trees an beshortened by adapting the loation of high-bandwidth nodes in di�usion trees.3 Mesh-based P2P StreamingThe mesh-based approah to data streaming originates from researh on gossipand epidemi protools, where nodes periodially exhange information amongeah other, whih results in the eventual dissemination of all information toall nodes. The BitTorrent [9℄ �le-sharing system popularised this approah forthe dissemination of large volumes of data from a transmitter to all reeivers.BitTorrent reates an unstrutured overlay mesh to distribute a data �le. A �leis divided into hunks, whih are exhanged by nodes in a pull-based fashionuntil nodes an reonstrut the original �le.In ontrast to �le-sharing systems, the transmitter in live P2P streamingprotools does not have aess to the entire data as it is generated �live�, andthus, it annot split the whole data into hunks for distribution throughout thenetwork. In order to leverage mesh-based delivery, streaming protools requirea delay between the stream reation time at the transmitter and the reeiverplaybak time. The data stream produed within this delay is split into smallhunks and distributed throughout the network similar to the way hunks of anentire �le are distributed in mesh-based �le-sharing protools. Nodes maintainsliding windows that re�et this delay and apture whih hunks have alreadybeen reeived and whih are still missing. The bu�ers move forward with thespeed of the original video transmission rate, whih is disovered by all nodes



from the video stream. The beginning of the bu�er points at the hunk urrentlybeing played at the reeiving node and the end of the bu�er re�ets the hunkurrently generated at the transmitting node. Chunks that do not arrive in time(outside the sliding window) are lost and ause video playbak degradation.A mesh overlay is reated in a random fashion by joining nodes onnet-ing with seleted nodes. The seletion of neighbours an be based on di�erentstrategies, e.g. random or bandwidth-based. Neighbouring nodes maintain loalknowledge about data hunks they possess by informing eah other wheneverthey reeive a new hunk. The missing hunks are requested from neighbours im-mediately or periodially, following a hunk seletion algorithm. Di�erent strate-gies suh as most-reent-hunk-�rst, rarest-hunk-�rst or random an be used toshedule the hunk requests.3.1 Mesh Overlay PropertiesIn our previous researh on mesh overlay adaptation [10,11℄, we identi�ed thatompletely random mesh overlays limit the network throughput by underutil-ising the available upload bandwidth at peers. Limited network throughput inturn redues possible video streaming rates and the orresponding video qual-ity. We showed properties of mesh overlays that, when satis�ed, optimise thenetwork throughput. This requires that eah peer maintains two sets of neigh-bours - (1) hildren, whih are the neighbours to whih data is uploaded and (2)parents, whih are the neighbours from whih data is downloaded. The networkthroughput is optimised in suh a direted mesh overlay when:� Eah peer has a onstant (on�gurable) number of parents� Eah peer has a number of hildren proportional to its upload bandwidthWe showed in [10℄ that a mesh overlay satisfying these two onditions optimisesthe upload bandwidth utilisation and enables all peers to download at the max-imum possible global video streaming rate. We also proposed algorithms foradapting the mesh overlay to satisfy these onditions. In this paper, we ondutour analysis on direted mesh overlays that satisfy these two onditions and thuswe an provide a fair omparison to multiple-tree-based overlays that also opti-mise the network throughput. This paper is novel in that we show how di�usiontrees emerge in these adapted direted mesh overlays; we analyse properties ofdi�usion trees and ompare them to those of multiple-tree-based overlays; and�nally, propose an algorithm that improves these properties.3.2 Tree-based View of Mesh OverlaysMesh overlays are very dynami and thus are di�ult to analyse. In ontrast,trees are well understood and it is easier to derive properties of trees. Meshes anbe seen as a struture of multiple trees if we assume that bandwidth of all peersremain onstant over time and that the hunk seletion algorithm is determin-isti. We assume that peers request missing hunks from parents immediately



when they are noti�ed of them, following a most-reent-hunk-�rst strategy, i.e.,when a deision is made between two hunks, a hunk with a more reent time-stamp is requested. This hunk request strategy is based on an observation thatmost reent generated hunks are also the rarest in the overlay and thus need tobe given priority for distribution.We assume that the stream rate is set to the maximum rate supported by theoverlay suh that all peers an reeive it, i.e., equal to P
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N−1 , where N is thetotal number of peers inluding the soure node (the soure uploads, but doesnot download data). We also assume that the mesh overlay satis�es onditionsdisussed in Setion 3.1 and that a peer's upload bandwidth is shared equallyby all its onnetions. Under suh assumptions, upload of all peers is saturatedand the upload rate of eah link is the same, equal to P
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(N−1)∗K , where K is aglobally on�gurable number of parents of eah peer. From this follows that eahhunk is transferred over a link in time s∗(N−1)∗K
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, where s is the size of a hunk.The soure node generates a new hunk every s∗(N−1)
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time units, so by thetime a single hunk is transferred to a hild, K new hunks are generated. Sineit is desired that the soure node sends di�erent hunks to di�erent hildren(to distribute hunks equally in the overlay), we use a round-robin strategy topush hunks from the soure node to its diret hildren in whih the ith hildreeives hunks with sequene numbers t0 + j ∗ K + (i mod K), for some initial

t0 and j = 0, 1, 2, 3, .... Peers, whih are not diret hildren of the soure node,request the most reently generated missing hunks, so they always request amissing hunk that travelled the least number of hops (and time). E�etively, Kdi�usion trees emerge, where eah tree propagates everyK th hunk. This proessof di�usion trees emerging in a mesh overlay, whih has properties outlined inSetion 3.1, is illustrated in Figure 1 for K = 2.

(a) Direted mesh overlay whereeah peer has 2 parents (b) Corresponding di�usion treesFig. 1. Mesh overlay and its two di�usion trees.



3.3 AnalysisIn this setion we show how optimal multiple trees are onstruted in bothhomogeneous and heterogeneous environments and analyse their heights in orderto ompare them, in the next subsetion, to di�usion trees emerging in meshoverlays.Height of optimal trees in a homogeneous environment. First, we analyse a ho-mogeneous environment, where all peers have the same upload apaity. Optimal
K distribution trees an be reated by plaing eah peer as an inner node in ex-atly one tree and as a leaf node in the other K−1 trees. Thus, eah peer has Kparents, one in eah optimal distribution tree. In a homogeneous environment,this means that the out-degree d of eah peer is equal to K. Sine a peer hashildren in only one tree, K and d are the number of hildren of eah innernode in eah tree. Thus, the height of eah of K optimal distribution trees in ahomogeneous environment with N nodes is equal to the height H(d, N) of anevenly balaned tree with N nodes and out-degree d, whih is alulated usinga relation

H(d,N)
∑

i=0

di = Nbased on the fat that there are di peers at tree level i. Solving this geometrisequene gives an equation for the height of a balaned homogeneous tree:
H(d, N) = logd ((d − 1) ∗ N + 1) − 1 (1)Therefore, the height of eah of K optimal trees in a homogeneous environmentis given by H(K, N). In this paper we also use an equation for the number ofleaf nodes L(d, N) in a balaned homogeneous tree with N nodes and out-degree

d, given by
L(d, N) = dH(d,N) =

(d − 1) ∗ N + 1

d
(2)

Fig. 2. Optimal onstrution of K trees onsisting of fast and slow nodes.Height of optimal trees in a heterogeneous environment. We study the onstru-tion of optimal trees in a heterogeneous environment by using two types of peers



- Ns slow peers and Nf fast peers, where a fast peer has upload bandwidth
i times higher than a slow peer. In suh a senario, the optimal plaement ofpeers that minimises the height of eah of the K trees is presented in Figure2. Similar to homogeneous environments, eah peer is an inner node in exatlyone tree and a leaf node in K − 1 trees. Additionally, fast nodes are plaed atthe top of the trees in order to redue the height of the trees. Slow nodes haveout-degree d, while fast nodes an upload i times faster, so their out-degree is
i ∗ d. The out-degree of slow and fast nodes is derived from the fat that thetotal number of outgoing links of all peers must be equal to the total numberof inoming links in the P2P overlay, while taking into aount that the sourenode has out-going links, but does not have any inoming links. From this wehave Ns ∗ d + Nf ∗ i ∗ d = K ∗ (Ns + Nf − 1), whih gives

d =
K ∗ (Ns + Nf − 1)

i ∗ Nf + Ns
(3)The height Hhet of eah heterogeneous tree onstruted as in Figure 2 isalulated as Hhet = H1 + H2 + 1 + 1, whih is the sum of the height H1 of theupper part of the tree omposed of inner fast nodes only, the height H2 of thelower part of the tree omposed of slow inner nodes only, plus one level betweenthe two parts of the tree and one level for the peers that are leaves in the tree(and whih are inner nodes in other trees). The height H1 is alulated usingEq. 1 as the height of a homogeneous tree of Nf/K fast nodes with out-degree

i ∗ d:
H1 = H(i ∗ d,
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K
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− 1The height H2 is alulated as the height of a homogeneous tree of Ns/K
L1∗i∗d slownodes with out-degree d
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K ) is the number of leaves in the upper part, i.e., H1. Fromthese equations we derive a formula for the optimal height Hhet of eah optimalheterogeneous di�usion tree
Hhet = logi∗d

(

(i ∗ d − 1) ∗
Nf

K
+ 1

)

+ logd

(

(d − 1)
Ns
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)(4)where d is the out-degree of a slow node given by Eq. 3.3.4 EvaluationWe ompare the optimal tree heights, alulated in Equation 4, to the averageheight of di�usion trees that emerge in mesh overlays and are alulated by ourustom-built simulator of mesh overlays. The simulator relies on the assumptions



outlined in Setions 3.1 and 3.2. We used 50,000 nodes and studied both a ho-mogeneous environment and environments with di�erent levels of heterogeneity.In experiments involving heterogeneity, 10% of all nodes are fast nodes with up-load bandwidth 2 and 8 times higher than the remaining slow nodes. The overallupload bandwidth in all overlays is the same. The results are presented in Figure3. The results show that the average height of di�usion trees in homogeneousmesh overlays is around 2 levels above the optimal height, for all K. The reasonfor that is that in the optimal tree eah peer is an inner node in exatly onedi�usion tree, whereas in the trees emerging in mesh overlays a peer is loatedrandomly and an be an inner node in several trees. The results show that whenthe level of heterogeneity inreases, the gap between the height of di�usion treesin the mesh overlay and optimum trees signi�antly inreases. For the ase with10% of peers being 8 times faster than the remaining slow peers, the averageheight of a di�usion tree in the mesh overlay for K = 2 is 3 times higher thanthe optimum and drops to 2 times over the optimum for K = 16. Inreasedheterogeneity results in higher importane of the loation of fast and slow peersin the tree. Worse performane for small K, in turn, is aused by higher vari-ation in the height of di�usion trees - some leaves are muh lower or higherthan the others. This tree imbalane an be observed in Figure 4 that shows theumulative distribution funtion (CDF) of the depth of leaf nodes in di�usiontrees that emerge in a mesh overlay for both homogeneous and heterogeneousenvironments. The highest di�usion tree imbalane is for small K.
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Fig. 4. CDF of the height of di�usion trees in mesh overlays in a heterogeneous (10%peers have 4x upload) environment.Chunk propagation delay. In order to measure the impat of the tree height onthe bu�ering delay, we analyse the time required to propagate a hunk throughthe di�usion trees in mesh overlays. Sine in a mesh overlay, a peer an be plaedanywhere in eah di�usion tree, its bu�ering delay needs to aommodate themaximum di�erene between hunk arrivals in eah distribution tree, whih isequal to the hunk propagation delay. The propagation delay an be alulatedas
delay =

H ∗ s ∗ K ∗ (N − 1)
∑N

i uploadiwhere H is the height of the tree, s the size of a hunk and the remaining partof the formula derives from the equation for the bandwidth of a link (see Setion3.2). It an be observed that this delay represents a trade-o� between the heightof a tree and the number K of distribution trees. Larger K produe shorter trees,however, it takes longer for a node to upload a hunk to all its hildren (sine anode has more hildren). Smaller hunk sizes allow for their faster propagation,but more ontrol messages are required to notify/request hunks. Propagationdelay as a funtion of the number of di�usion trees (peer parents) is shown inFigure 5 (for an average upload bandwidth of 1,000kbps and a hunk size of4KB). The results show that a small number of di�usion trees result in shorterbu�ering delays. However, small number of di�usion trees also means that thenumber of parents of eah peer is small and this redues robustness to peerfailures.
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Fig. 5. Propagation delay for varying number of trees for mesh overlays and the optimalase.4 Mesh Adaptation AlgorithmIn the previous setions we showed that the heights of di�usion trees in meshoverlays are muh higher than the optimal height. In this setion we presentan algorithm that adapts the loation of high-bandwidth peers dynamially. Toshorten tree lengths it is advantageous to plae high-bandwidth nodes near thesoure and low-bandwidth peers near the leaves.4.1 AlgorithmWe assume that peers have aurate information about their bandwidth, eitherthrough user input or through passive measurement tehniques, suh as [12℄.Furthermore, the assumption is made that tehniques are deployed that preventpeers from heating about their bandwidth. To do this, peers may for exam-ple team up to ompare e�etive bandwidth of neighbours with their indiatedbandwidth and drop links to heaters if the di�erene is too high. Alternatively,a reputation system like [13℄ ould be implemented.Eah hunk being distributed from the soure s to a peer p ontains a hopount of the path it travelled. Peers an use this hop ount as an estimate of theirdistane to the soure. As explained in previous setions, the goal of eah peeris to limb up, respetively to its upload bandwidth, in one di�usion tree andto beome a leaf node in all other di�usion trees. In order to ahieve this, eahpeer periodially exeutes Algorithm 1, whih improves a peer's position in onedi�usion tree. Sine eah parent of a peer is responsible for delivering only onetree, the algorithm aims at improving the peer's position by replaing its urrent



best parent (nearest to the soure) with one of its grandparents that is loser tothe soure, subjet to the onditions disussed below, e�etively moving higherin one tree. Spei�ally, a peer p tries to �nd its parent parent and a grandparentgrandparent (a parent of parent) that satis�es the following onditions:1. distane(grandparent) < distane(bestparent(p))2. upload(p) > upload(parent) OR bestparent(parent) 6= grandparentThe �rst ondition requires that grandparent is loser to the soure than theurrent best parent. The seond ondition requires that the upload bandwidthof peer p is greater than the upload bandwidth of parent (hild of grandparent)or grandparent is not the best parent of parent (parent does not limb up inthat tree) and thus, parent an give up that grandparent. If these two onditionsare satis�ed, then peer p limbs up one level by: replaing parent as a hildof grandparent, beoming a new parent of parent and losing one hild, whihbeomes a hild of parent (Figure 6 shows the exhange protool). This way, thenumber of hildren and parents of all peers involved (p, parent and grandparent)remain unhanged and thus, the properties of the overlay required for ahievingthe optimal network throughput, desribed in Setion 3.1, remain satis�ed. Thepresented adaptation algorithm e�etively results in eah peer limbing up inone tree as long as its parent in this tree has lower upload bandwidth andlimbing down in other trees (by giving up its position in these other trees to itshildren that limb up in these trees). The algorithm does not a�et the networkthroughput as it does not hange the number of hildren or parents of any peer.Algorithm 1 Adapting position of peer p in the mesh overlayfor all parent← parent(p) dofor all grandparent← parent(parent) doif parent 6= source thenif distance(grandparent) < distance(bestparent(p)) thenif upload(p) > upload(parent) or bestparent(parent) 6= grandparentthen
exchangePosition(p, parent, grandparent)end ifend ifend ifend forend for4.2 EvaluationIn this setion, we show the results of our evaluation of the adaptation algorithmpresented in Setion 4.1. The algorithm was implemented in our ustom-built



Fig. 6. Peers p and parent exhange their positions respetively to grandparent.simulator and exeuted on 50,000 nodes with di�erent ratios of upload band-width of fast and slow nodes. First, an initial mesh was reated and tree heightsalulated. Then, Algorithm 1 was exeuted to adapt the positions of all peersuntil no more adaptations were possible.In all experiments 10% of all peers had i (i = {2, 8}) times higher uploadbandwidth than the remaining peers. The number of trees K varied from 2 to
16. As an be seen in Figure 7, there is a signi�ant bene�t of plaing high-bandwidth nodes near the soure. The average tree heights derease by about35% for two trees (K = 2). The same improvement is in the bu�ering delay,whih is proportional to the tree height. Figure 8 shows the umulative distri-bution funtion (CDF) of the depth of leaf nodes in di�usion trees in adaptedmesh overlays. This �gure, when ompared to the analogous Figure 4, showsthat di�usion trees in the adapted mesh overlays are signi�antly more bal-aned. However, despite of muh improvement, some imbalane in the di�usiontree heights remains and, for that reason, the height of di�usion trees (and theorresponding bu�ering delay) is suboptimal. To ahieve optimal di�usion trees,a more system-wide adaptation is required, whih is a fous of our future work.5 ConlusionsIn this paper we analysed data di�usion in mesh overlays. We showed thatdata hunks follow dynamially formed di�usion trees and analysed propertiesof these trees. The proposed strutured view of meshes allows us to apply knowl-edge about trees diretly to mesh-based streaming approahes. Our results showthat di�usion trees in mesh overlays are unbalaned with suboptimal height andthereby, bu�ering delay in mesh overlays is suboptimal. With the inreasing het-erogeneity in an overlay, the di�usion trees beome even more suboptimal dueto imperfet plaement of fast peers in the di�usion trees. This implies that amesh adaptation algorithm that plaes fast nodes loser to the soure in ex-atly one di�usion tree shortens the height and improves the balane of di�usiontrees, thereby signi�antly reduing the data bu�ering delay. We presented suha mesh adaptation algorithm and showed that it improves tree heights. In future
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