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1. Introduction

Mobile ad-hoc networks are characterised by fre-
quent topology changes due to node mobility and
node failures. These frequent topology changes in-
crease the difficulty of providing reliability guarantees
in MANETs. A group communication system [1] that
provides all participating nodes with a consistent mem-
bership view while providing reliable and ordered com-
munication will be useful while developing distributed
applications in MANETs. This poster describes Trans-
MAN, a group communication system designed for mo-
bile ad hoc networks. TransMAN is designed to address
frequent topology changes and to take advantage of the
IEEE 802.11 MAC’s broadcast based communication.

TransMAN provides a partitionable group commu-
nication service with FIFO reliable broadcast (and an
optional total order semantics) and consistent member-
ship view maintenance with virtual synchrony (VS). VS
allows nodes that survive the same group view changes
to deliver the same set of messages. This is useful in
MANETs as nodes that remain in a group can con-
tinue uninterrupted while some other nodes join or leave
the group. TransMAN provides a much needed ser-
vice for developing distributed applications with reli-
ability guarantees. The target applications for Trans-
MAN are multiplayer mobile games and collaborative
work in MANETs.

Initial performance results show the message de-
livery with FIFO guarantees remain below 500ms for
networks of up to 5 hops. The result shows that Trans-
MAN is highly usable for the class of applications it is
targeted for.

2. Architecture

Figure 1 shows the TransMAN architecture dia-
gram. The bottom layer implements a reliable broadcast
protocol [2] that is designed to suit the needs of Trans-
MAN. Messages delivered by the broadcast layer are
buffered in the stability layer, where they are kept until

Figure 1. TransMAN architecture

they are known to be delivered to all other nodes in the
network. The membership agreement and the failure
detection layers are notified when a message is being
delivered. The failure detection layer uses the lack of
regular notifications to suspect a failed node, while the
membership agreement layer utilises these notifications
to determine changes in the group membership. The
membership layer also uses suspicion information from
the failure detection layer.

2.1. Handling Mobility

One of the key novelties of TransMAN is the 2-
phase approach to membership view changes. The 2-
phase approach allows TransMAN to handle frequent
topology changes without generating many extraneous
messages. A node enters the first phase when it suspects
that a view change is required. In the first phase a node
determines the next possible view. Once a node has
determined a tentative view it enters the second phase.
During the second phase nodes run an agreement pro-
tocol to confirm the next view. Once an agreement is
reached on a tentative view, nodes install the tentative
view as the next membership view.

Figure 2 shows the state transitions for the 2-phase
view change protocol. In the figure,tviews is the
list of tentative views that can be installed next. The



Figure 2. State transition diagram for member-
ship protocol
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Figure 3. Delivery Times

STABLE state shows the node is not anticipating any
view changes while the TRANSITIONING state shows
that a node is aware of a tentative view. The TRAN-
SITIONING state has two sub-states, PENDING and
NO PENDING, which correspond to the state of agree-
ment for the tentative views.

3. Performance

Each laptop runs Linux 2.4.27 on a Pentium III
1GHz processor with 256MB memory. The system im-
plementation is developed in the Ruby programming
language. The broadcast layer at each node transmits a
stream of messages separated by randomly chosen time
periods between the range of 500ms to 1500ms. Each
regular broadcast message is 200 Bytes in size.

Two network topologies are chosen, linear and
clustered. For the linear case we set up a network of
n nodes such that there aren−1 hops between the fur-
thest two nodes. To achieve this topology, we remove
external antennas from the Cisco (aironet 350) IEEE
802.11b cards. Once the external antennas are removed
each node has a transmission range of about 2 feet. This
allows us to set up linear networks inside our lab. Our
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Figure 4. Delivery Xmits

 20

 40

 60

 80

 100

 120

 140

 1  2  3  4  5

N
um

be
r 

of
 T

ra
ns

m
is

si
on

s

Group Size - before new view is installed - (nodes)

Node Insertion

Linear Topology
Clustered Topology

 10

 20

 30

 40

 50

 60

 70

 2  3  4  5  6

N
um

be
r 

of
 T

ra
ns

m
is

si
on

s

Group Size - before removal - (nodes)

Node Removal

Linear Topology
Clustered Topology

Figure 5. View Changes

most extreme network setup, a linear network with 6
nodes, has 5 hops. An IEEE 802.11b based MANET of
5 hops will extend to more than a Kilometre.

Figure 3 shows the delivery times for FIFO and To-
tal order delivery for linear and clustered networks. The
experiment shows FIFO delivery of messages within
500ms for networks of up to 5 hops. Total order delivery
shows rapid deterioration with number of nodes. Fig-
ure 4 shows the same result as Figure 3 but in terms of
number of message transmissions. Figure 5 captures the
response times for membership view changes with vary-
ing network sizes. The experiment show only a linear
increase of response times with increasing group size.
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