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Abstract 

The success of file-sharing networks demonstrates that there is a huge potential market for digital 

music services, if the music industry can find a service model that is attractive to listeners. The 

concept of digital distribution is appealing to the music industry, because it suggests the possibility 

of direct access to the consumer. In this thesis, we present Smart Radio, a prototype for an 

alternative distribution approach, one in which the consumers themselves are producers, building 

playlists of music which can be streamed to like-minded listeners. In this approach the service 

provider is an enabler of community and social processes, allowing information and 

recommendations to flow between users of the system, rather than engaging in targeted marketing. 

However, developing recommendation and personalisation techniques for music systems is 

problematic. Whereas information retrieval systems use keyword extraction to represent the subject 

matter of a document for indexing and retrieval, the comparable process for audio artefacts is still a 

subject of much research. The alternative is to rely on human input for content-description which 

can be a knowledge-intensive process. Automated Collaborative Filtering (ACF) is a technique 

which uses user ratings as a means of countering the problem of content elicitation. One serious 

drawback with ACF is that it is not sensitive to a user’s interests at a particular moment. ACF 

recommendation sets typically contain a mix of items reflecting the user’s accrued interests, rather 

than localised interests. We solve this problem using a Case-Based Reasoning (CBR) technique, in 

which we rank ACF recommendations according to their similarity to the user context.  We call this 

technique context-boosted ACF. We define the context using a case-like representation of the user’s 

last playlist. The case representation describes the composition of a playlist in terms of the basic 

meta-tags we have been able to extract from each mp3 file associated with the playlist. We 

consider the light-weight case representation we use to be appropriate for an extension to ACF, 

which is often used in domains where content description is scarce. 

Increasingly, there has been a demand for objective evaluation criteria for automated 

recommendation systems. Conventional off-line techniques are not suitable for directly comparing 

recommendation strategies that produce different types of ranking, such as ACF and context-boosted 

ACF. We introduce a novel on-line evaluation technique in which two algorithms simultaneously 

compete to provide the user with recommendations. Unlike the off-line analysis, the on-line 

methodology judges the relative degree of success of each strategy according to whether 

recommendations were used by the on-line user. Our experiment, conducted over 15 weeks, found 

context-boosted ACF to be significantly more popular than ACF for all usage ranges. 

We demonstrate that the ACF mechanism is similar to an interactive CBR technique called 

case completion in which an incomplete target query is incrementally filled out in an interactive 
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dialogue with the user. Using this insight we address some of the problems inherent in ACF 

systems such as query efficiency and memory overhead by applying techniques used in CBR. We 

implement our ACF component using a Case Retrieval Net (CRN) which reduces memory 

overhead by storing each feature-value pair once. We demonstrate how the calculation of the 

Pearson coefficient can be distributed among the nodes of the CRN. It has been recognised in ACF 

literature that the use of this measure is a computational bottleneck when calculating neighbours 

from a large set of users. Accordingly, we showed how retrieval time is speeded up because local 

similarity calculations are performed once for each node and distributed to indexed cases. Given 

that the structure of CRNs can be adapted for parallel processing, we suggest that this technique 

can be extended for large ACF data sets. 
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Chapter 1: Introduction 

In August 1953 a young Tennessee truck driver stepped up to the microphone in the small 

recording booth at Sun Studios, 706 Union Avenue, Memphis. On a whim, Elvis Presley had 

decided to record two songs by the black vocal harmony group, The Ink Spots as a present for his 

mother’s birthday. Earlier that year, the studio owner, Sam Philips, a little known radio announcer 

who had set up a modest sideline recording local blues artists, had turned to his secretary and 

declared, “if I can only find a white man with the negro sound and the negro feel, I could make a 

billion dollars”.  

 In 1953, the popular music scene in the USA was made up of three main styles of music –

Pop, Country & Western, and Rhythm & Blues, each with its own separate performers, record 

labels and audiences. Record sales in the US stood at approximately $213 million. By August, 1955 

after 5 successful chart singles, the hybrid of pop, country and blues recorded at Sun studios by 

Elvis Presley had ushered in what has become known as the Rock and Roll revolution, a sweeping 

away of older popular music forms, music markets and cultural mores. By 1959 record sales in the 

US stood at $603 million, with Rock and Roll constituting 42.7 % of the market.  Sam Philips, a 

businessman at heart, had sold his interest in the Elvis Presley recordings in 1955 to RCA, one of 

the four ‘majors’ for a record $40,000. However, by 1959 the major record labels in the US 

suffered a 34% drop in market share at the hands of regional independents that had pioneered the 

new music.1  

 Fast forward to August 2003, exactly 50 years after Elvis Presley first walked in to a 

studio. Another revolution is taking place which is affecting the mainstream music industry. By 

typing Presley’s name into the search field of an Internet file-sharing client, it would appear that 

every song ever recorded by the ‘King of Rock and Roll’ is freely available for download from a 

network of globally distributed computers. In the same month, the Recording Association of 

America (RIAA) reports that the half yearly sales returns for 2003 have continued to follow the 

downward trend observed since 19992. The RIAA, which represents companies like BMG, the 

current owners of Elvis’s Sun recordings, has been locked in litigation with file-sharing networks 

and individuals to try to prevent the unauthorised distribution of copyrighted recording, which it 

claims is the source of the slow down. Commentators suggest that the digital revolution, which has 

facilitated unprecedented access to information, and now music, has yet to fully work itself out and 

will ultimately change forever the way music is made, distributed and consumed. 
                                                      
1 Scaruffi, Piero (2003) The History of Rock Music 1955-1966. Available at 

http://www.scaruffi.com/history/cpt11.html 
2 RIAA (2003). RIAA Releases 2003 Mid-Year Shipments. http://www.riaa.com/news/newsletter/082903.asp 
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1.1 The Prototype for the Digital Economy 

The distribution of music on-line has been cited as a prototype model for the digital economy 

(Birch & Davidson 2001). Many music industry insiders had considered it to be ‘the next big 

thing’, in the industry parlance, which would allow record companies to increase profits by 

marketing directly to their clients (Birch & Davidson 2001). Like Sam Philips, 50 years ago, the 

labels were well aware of a golden opportunity; in this case it relied upon figuring out how to fuse 

their centralised distribution model with a secure means of digital delivery.  

 Unfortunately they delayed too long. The industry was walking on untested ground and 

was hesitant about compromising their core asset – ownership of recording content. Coming up 

with distribution and payment models, royalty systems that would satisfy artists and publishers, and 

a secure means of delivery was never going to be an easy task. However, the advent of the Napster 

file-sharing network in 1999 heralded a plethora of similar P2P networks, non-centralised networks 

which enabled people to directly share digitally compressed music files. Since 1999, millions of 

users of file-sharing networks have swapped billions of music files, which in terms of the numbers 

of songs, is estimated at equivalent to the number of CDs sold in the same period (Liebowitz 2003). 

The ‘next big thing’ for the millions of users of P2P systems is the availability of the music itself, 

50 years or more of recordings at their fingertips. The music industry has responded with litigation 

and more recently with the introduction of its own music subscription services. 

 In this thesis we are concerned with how music should be distributed online. We describe 

Smart Radio, a service for delivering playlists of music, which has been in operation in the 

Computer Science Department at Trinity College for three years. Several reports identify value-

added features as the key for content providers to coax users from file-sharing networks. We 

suggest that Smart Radio’s community-based personalisation offers an alternative distribution 

paradigm for content providers, one in which listeners are empowered to affect the flow of 

recommendation information across the networked community. However, personalisation in the 

music domain is difficult because good content description is expensive to obtain. The most 

common way of dealing with this is to use Automated Collaborative Filtering (ACF) in which no 

explicit description of the music is required. A significant drawback to ACF is that it is insensitive 

to the listener’s current preferences. We describe how we solve this problem using a knowledge-

light Case-Based Reasoning implementation. Furthermore we show how ACF can be usefully 

implemented as a type of CBR system. Finally we present a novel on-line evaluation of our 

techniques. 

1.2 Content Representation 

Typically personalisation systems operate by automatically building a user model which is a 

representation of the user’s interests. The user model is based on a description of things the user 

has liked (or disliked) in the past. The goal is to anticipate the items the user will like in the future 
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based on information stored in the user model. However, one of the biggest obstacles to music 

personalisation is the difficulty of obtaining content description on which to base a user model in 

the first place. There are two ways of assigning content description to music files. 

1. Feature Extraction using signal analysis 

2. Human Analysis 

Feature extraction using signal analysis can be contrasted with the feature extraction process used 

in textual information retrieval systems (Foote 1999). While a page of text can be represented by a 

vector of words, and indexed for retrieval, the ‘semantic’ components of an audio file are not a 

priori available. Signal analysis usually proceeds using a Fourier analysis of the wave forms of the 

audio signal. However, this produces a very low level representation. While signal analysis 

conducted using psychoacoustics (models of human auditory perception) produce higher-level 

representations, these representations are still far from interpretable from a human point of view. 

The chief drawback, however, to automated signal analysis is that humans bring additional 

perceptions to bear upon a piece of music which cannot be extracted by wave form analysis. 

 The second means of marking up music is by human analysis. We identify two broad 

types: Formal and Informal systems of description. Formal description systems for music are based 

in various disciplines such as music theory, music-cognition, ethnomusicology and psychology. 

While these disciplines attempt an objective analysis of music, the descriptions often cannot be 

represented outside the bounds of that discipline itself.  

 Informal systems of music description refer to forms of music knowledge which are not 

based in an academic or formal framework, although they still may be part of an organising 

semantic infrastructure. Informal knowledge is derived from the place of the musical artefact in 

human society and culture. As such it is subject to the value systems currently being operated. 

Informal music description is characterised by a more subjective appraisal of the music item. An 

example of an informal system of music description is the mark-up provided by a music site like 

Allmusic.com, where the descriptors offered are impressionistic describing moods, emotions and 

sensations. For example, one category of music is described as “dark, pessimistic, bitter” (See 

Figure 2.11). The same site also provides information on which artists and bands are similar, or are 

considered to have influenced other bands. This information is provided by Allmusic.com’s team 

of over 900 music contributors3. The knowledge elicitation techniques we have described up to this 

point can be considered to be expensive processes. (i.e. that require a great deal of human 

authoring, editing or guidance). 

 However, the least expensive means of collecting music ‘mark-up’ in a distributed 

environment is by collecting user ratings (Shardanand & Maes 1995). This is an informal technique 

in which users are simply required to rate a music item according to a numeric scale and these 

scores are then collected by the service provider (see Table 1.1). Ratings can be submitted 

                                                      
3 3 http://www.allmediaguide.com/data.html 
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explicitly or can be derived implicitly from the user’s on-line behaviour. This type of usage content 

is generally referred to as ‘content-less’, in contrast to mark-up where clearer semantics are 

attached. While this technique still requires human input, the data can be collected in a distributed 

fashion as part of a deployed application. 

Table 1.1: The table illustrates the typical format of usage data 

 User A User B User C User D User E 
Love me tender 0.8 0.2 - 1.0 0.8 
Blue suede shoes 0.2 0.8 0.6 0.4 - 
Suspicious minds 0.6 0.4 0.2 - 0.8 

 

A distinction is often made in the literature between ‘content-based’ and ‘content-less’ approaches 

to recommendation (Balabanovic & Shoham 1997). The distinction is made because there are no 

formal semantics associated with the ratings given to a music item. We will suggest that this 

distinction is not entirely accurate, and that rating data, although noisy, implicitly contains meaning 

with respect to how the music item is valued among a population of users. 

 Case-Based Reasoning is a successful content-based approach to retrieval. We will briefly 

describe it in the next section after which we will introduce Automated Collaborative Filtering, a 

so-called ‘content-less’ approach to recommendation. 

1.3 Case-Based Reasoning 

Case-Based Reasoning (CBR) is a methodology in artificial intelligence for solving problems by 

reusing the solutions from previously solved problems. The origins of CBR were stimulated by 

research into how people remember information and how they are in turn reminded of information 

(Schank 1982). It was observed that people commonly solve problems by remembering how they 

solved similar problems in the past.  

 In CBR systems previous problem-solving episodes are stored as cases in a case base and 

typically each case has a case specification part and a solution part. In a diagnosis domain, for 

instance, the specification might describe fault symptoms and fault context and the solution 

describes the cause of the fault. CBR can also be used in situations where this problem-solving 

vocabulary is not appropriate. More generally, it can be viewed as a means of determining 

outcomes associated with situation descriptions. With CBR, instead of attempting to model the 

causal interactions that link outputs to inputs, the idea is to retrieve and adapt cases when solving 

new problems. This is described in Figure 1.1 where SP represents a specification of a problem that 

needs to be solved, SL is a solution to that problem and FP is some hypothetical First Principles 

reasoning that would infer the appropriate solution for the problem description SP. The idea in 

CBR is to avoid having to model this First Principles reasoning by instead retrieving a case with a 

similar description SP' and adapting the solution to that case (SL') to fit the problem in hand. The 

implication is that this retrieval and adaptation process is simpler to implement than the First 

Principles reasoning. 
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Figure 1.1: Transformation mappings in CBR 

Thus CBR is often credited with providing an alternative solution to the intensive knowledge 

engineering requirements of rule-based or model-based systems. However, for this to hold true the 

knowledge engineering involved in building a case base must be low. In many situations case data 

can easily be obtained. This might be in the form of problem-solving episodes recorded in 

diagnostic logs, or in the form of catalogue or configuration data. In such situations a CBR system 

can be more quickly deployed than a rule-based system. 

 However, where the development of a CBR system also involves a deep analysis of the 

domain in order to produce a case base, the advantage of CBR over knowledge intensive strategies 

is not so obvious. Despite this, it could be argued that in many situations only a CBR approach is 

viable. This occurs in ‘weak theory’ domains where it is difficult or impossible to elicit first 

principle rules from which solutions may be created.  Typically, in such domains human experts 

would reason from precedents rather than from first principle. CBR is a lazy learning technique, 

deferring reasoning until query time. Thus it is suited to domains where the case base is being 

added to or edited frequently and where it would be difficult to create a model that accurately 

reflected the state of the changing environment. The Internet is an example of such an environment, 

and CBR has found increasing application there as an assistant in Internet commerce stores, as a 

reasoning agent for technical support and as a strategy for user personalisation. An example of the 

latter is case-based user profiling, where a case-based user profile captures the interests of each 

user and makes recommendations based on the similarity of the profile to items such as TV 

programmes (Smyth & Cotter 1999 a,b), job descriptions (Bradley et al. 2000) or flight offers 

(Coyle et al. 2000). An example of a case-like profile is given in Table 1.2. This is an example of 

CBR where the typical problem-solving vocabulary is not appropriate. In this situation the case is 
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used to locate songs that the user will like based on his/her profile. An interesting feature of this 

approach is that the target case (the user profile) does not have to be explicitly specified by the user 

but can be constructed by passively monitoring the user on-line preferences. Although very simple, 

the representation of the user profile in Table 1.2 and the song in Table 1.3 again raises questions 

about knowledge elicitation in the music domain since only one feature, tempo, could possibly be 

extracted automatically. Secondly, since most of the features are symbolic, a domain ontology 

would be required to encode the local similarity measures.  

Table 1.2: A case-like description of a user’s interests 

User Id A 
Artists:  Carl Perkins, Jerry Lee Lewis 
Type: Male solo, male band 
Genre:  Rock’n’Roll, Country, Rock 
Style: Ballad, Rocker 
Date:  1954 - 1968 
Instrument:  Vocal, electric guitar, piano 
Key words:  Betrayal, hurt, love 
Tempo: mid-tempo, fast  

Table 1.3: A case-like description of a song 

Song: Love Me Tender 
Title:   Love me Tender 
Artist:  Elvis Presley 
Type: Male solo 
Genre:  Rock’n’Roll, Pop 
Style: Ballad 
Album: Elvis Love Songs 
Date:  1956 
Instrument:  vocal, acoustic guitar 
Key words:  love, romance 
Tempo: slow 
Film: Love me Tender 1956  

 

In the example above, one of the relations that a domain expert might capture is that Elvis Presley, 

Jerry Lee Lewis, and Carl Perkins all started their careers in the 1950s, recording rock‘n’roll 

records at Sun Records in Memphis, and are thus very similar. However, a relation that would be 

difficult to capture would be the fact that the song represented in Table 1.3 (a slow, romantic love 

song) is not typical of the material produced in that genre at that time. For user A who prefers 

classic rock‘n’roll this may not be a suitable recommendation. Thus, this strategy is limited by the 

granularity of the case description and the similarity metrics employed, and cannot make subtle 

distinctions between items which are similar in feature terms but intuitively dissimilar to the eyes 

or ears of the user. 

 A symptom of this problem is that a content-based strategy may over-specialise, not 

finding new items outside the user profile description that might be of interest. This is a serious 

problem in the music domain where there is great benefit in suggesting new artists that the user 

might enjoy based on his/her listening profile.  Building such knowledge into a CBR system means 

further enhancing the case description and the similarity metrics, leading to knowledge engineering 

overheads, longer retrieval times and larger storage requirements. It could be argued that no case 

description will ever be fine enough to satisfy the intuitive distinctions people make between 

apparently similar items. 

1.4 Automated Collaborative Filtering 

As we suggested at the end of the section 1.2, an alternative to the type of content-based 

representation we illustrate in Table 1.3 is a so-called ‘content-less’ representation. This tag refers 

to the fact that (music) items are marked up, not with a set of descriptors, but with a set of scores. 
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Each score is a subjective rating by a user of the item in question. These ratings can be explicitly 

submitted or derived implicitly by monitoring the user’s usage of the item.  As we suggested 

earlier, the knowledge engineering task for such a representation is generally low since it is 

collected from a distributed set of users, and can be collected as part of the functionality of an 

already running system. For example, users could be provided with a facility to rate items 

suggested by a content-based recommender. This would give the type of representation shown in 

Table 1.4. 

Table 1.4: An example of  ‘content-less’ representation of 3 early rock’n’roll songs 

 Love Me Tender Blue Suede Shoes Whole Lotta Shakin’ Goin’ On 
User A 0.2 0.8 - 
User B 0.8 - 0.4 
User C - 0.2 0.2 
User D 0.2 1.0 - 

 

While the description of the song ‘Love me Tender’ in Table 1.4 is not as immediately 

interpretable as the content-based description in Table 1.3, the description is far from ‘content-

less’. The rating data implicitly contains meaning with respect to how the song is considered 

among a population of users. It is this implicit knowledge which is leveraged by a technique like 

Automated Collaborative Filtering (ACF) to make recommendations. With rating data, ACF makes 

use of the subtle distinctions people make when selecting or rejecting from any set of items. This 

type of knowledge (aesthetic criteria, emotionally or culturally based responses etc.), as we 

suggested in the last section, is very hard to encode into content-based systems. With the ACF 

algorithm, it is assumed that these distinctions are systematically encoded with the user’s ratings 

patterns. 

 ACF makes recommendations by firstly finding a neighbourhood of users similar to the 

target user. Similarity is calculated based on the items the users have rated in common. Predictions 

are then made for each item the target user has not yet encountered using a weighted average of the 

neighbour ratings for that item.  In addition to not having to mark-up assets, a key benefit of ACF 

is that it can make recommendations that would not have been found by a content-based strategy. 

Given that a content-based profile contains descriptions of the types of items the user has used in 

the past, it is limited to making recommendations based on these descriptions. ACF, on the other 

hand, leverages the experience of a neighbourhood of users who collectively have experienced 

more items, and thus the user can receive a broader range of recommendations that have been 

endorsed by like-minded users.  

 Typically, ACF has used lazy, memory-based techniques (Shardanand & Maes 1995, 

Resnick et al. 1994). However, the calculation of the neighbourhood set has proven to be a major 

bottleneck (Herlocker et al. 1999). With ACF being used in large sites, memory-based algorithms 

need to meet the constraints imposed by normal request response times. In some cases, the 

neighbours that are selected to meet a request are not necessarily the best, but rather the most 

similar that could be found by sampling profiles in high speed memory (Herlocker et al. 2000). We 
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suggest an alternative approach using an indexing technique borrowed from Case-Based 

Reasoning. 

1.4.1 ACF and timeliness 

One serious drawback with ACF is that it is not sensitive to a user’s interests at a particular 

moment. Even though a user’s preference data is an ordered set of ratings collected over time, the 

data is treated in an accumulative fashion by the ACF algorithm. The sparsity of the data 

necessitates taking all ratings into account in order to make sound correlations with other users. 

However, the resulting recommendation set will contain a mix of items reflecting each user’s 

accrued interests. This may not be a real drawback if we are using ACF as a passive filter. 

However, where ACF is required to produce recommendations on demand, its lack of sensitivity to 

the user’s current interests may cause frustration and distrust.  Extending our music example, if 

user A has an interest in Jazz and Classical music as well as Rock’n’Roll, an ACF recommender 

may suggest a classical piece when user A is listening to Elvis Presley. While the classical 

recommendation might be a good recommendation, it is not a timely recommendation. One of the 

topics of this thesis is the introduction of timeliness into the ACF recommendation technique. The 

problem is complicated by the fact that many ACF recommender systems operate in domains 

where there is very little content description, making it difficult to ascertain the transitions between 

interests of a particular type. 

1.5 Smart Radio 

Smart Radio is a web-based client-server application that allows its users to listen to their favourite 

music and receive new music while connected to the Internet. Users login through their browser, 

after which they can build new playlists from scratch, play past favourite playlists, or choose 

playlists recommended by their neighbours. 

 Smart Radio provides a personalised music service based on the usage patterns of each of 

its listeners. We use a novel hybrid of ACF- and CBR-based techniques to achieve this.  The design 

goal in Smart Radio was to provide a personalised service of streaming music using a 

recommendation system to suggest suitable compilations of music to listeners. These playlists are 

put together by individual users and are then recommended to other similarly minded members. By 

using a playlist of music as our unit of recommendation the work involved in putting together a 

new compilation of music is distributed to other listeners. A key feature of Smart Radio is that 

listeners can identify the author behind each recommended playlist. This facility encourages 

community participation by allowing users to know who their most consistent neighbours are. In 

this way, our recommendation system promotes rather than replaces social processes (Hill et al. 

1995). 
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1.6 Contributions of this Thesis 

This thesis contains an overall description of the Smart Radio music personalisation system which 

has operated for a number of years within the Computer Science Department, Trinity College. 

During its development and operation several issues were encountered. The most interesting ones, 

which constitute the main contribution of this thesis, are 

• An analysis of ACF from a CBR perspective which leads to the implementation of ACF as 

a Case Retrieval Net. 

• The development of an integrated context-boosted ACF technique to solve the lack of 

context-sensitive ordering in ACF recommendations. 

• An analysis of on-line evaluation for testing new recommendation strategies. 

• An analysis of how a legal online music service might operate in which the users are in 

control and the service provider takes the role of enabler. 

1.6.1 ACF and CBR 

ACF, which uses subjective user ratings as a proxy for content-based mark-up, can be used to make 

recommendations where content is not readily available. Although ACF and CBR are often cited as 

being dissimilar, but complementary techniques, we suggest that they have many features in 

common. ACF uses a lazy, memory-based technique to retrieve a set of nearest neighbours, as does 

CBR. We show that the ACF mechanism is similar to an interactive CBR technique called case 

completion in which an incomplete target case is incrementally filled out in an interactive dialogue 

with the user. At each step, the system uses the information in the set of neighbouring cases to 

suggest possible completion steps to the user which he/she may accept or decline. 

 We can view the ACF technique as a long-lived case completion technique in which the 

user profile is gradually elaborated by feedback from the online user. In this view, the system uses 

the set of neighbouring user profiles to suggest case completion steps (recommendations). Unlike 

CBR, however, the dialogue between the system and the user is on-going and case (user profile) 

completion is indefinitely postponed. 

 We implement our ACF component using a memory structure used in case completion. A 

Case Retrieval Net reduces memory overhead by storing each feature-value pair once as an 

information entity (IE) and indexing all cases that contain this information entity. We show how 

retrieval time is speeded up because local similarity calculations are performed once for each IE 

and distributed to indexed cases. As an example, we show how the calculation of the Pearson 

coefficient can be distributed among the nodes of the CRN during retrieval time.  It has often been 

recognised that neighbourhood computation is a major bottleneck for ACF systems (Herlocker et 

al. 1999).  Herlocker et al. (2000) suggest sampling user profiles to reduce the cost of this process.  

We would suggest that our technique offers the benefits of a complete search and increased speed. 
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Furthermore, since CRNs can be adapted for parallel processing (Lenz 1999), the technique is 

scalable. 

Data ordering 

In case completion scenarios we can make a distinction between systems that use surface similarity 

and systems that involve structural similarity. Surface similarity concerns feature value similarity, 

whereas structural similarity is defined using the relations between features, such as ordering 

constraints. While the data from which an ACF profile is constructed does have an ordering 

relation (it represents a shallow trace of the user’s ‘consumption’ over time), this relation is not 

represented in the ACF profile. The ACF algorithm uses surface features only to assess similarity, 

discarding any semantics associated with the original ordering of the data. Thus, ACF case 

completion entities (ACF recommendations) are presented in an ad-hoc way without concern for 

the order of the entities preceding them. In the next section we describe how we make use of the 

most recent ordering relation in the ACF data to produce context-sensitive recommendations. 

1.6.2 Context-Boosting ACF 

The lack of consideration for the ordering of the underlying data means that ACF recommendations 

are presented without consideration for the user’s current interests or context. The objective to 

context-boosted ACF is to recommend items based on neighbour endorsement as before, but to 

promote those items that may be of interest to the user based on his/her current context.  The Smart 

Radio domain suffers from a deficit of good content descriptions. Our goal is to enhance the ACF 

technique where very little content is freely available, and where the knowledge engineering 

overhead is kept to a minimum. We use a representation of what the user is currently using as a 

proxy for a more explicit context description (which cannot be achieved because of poor content 

representation). Using this we hope to implicitly capture the user’s current short-term interests.  We 

use a case-based representation in which each playlist is described with features that indicate the 

genre/artist mixture within the playlist. Since the playlist is a compilation, the goal is to capture the 

type of music mix, using the available features that would best indicate this property.  Thus we are 

able to produce a ranking based on playlist similarity. We integrate the ACF and similarity-based 

ranking using a novel implementation of a MAC/FAC architecture in which the result set from this 

ACF retrieval is refined by the similarity-based ranking. 

 Measuring the success of the short-term user profile is a difficult issue. The problem boils 

down to analysing the correctness of the ranking produced according to their relevance to the user 

profile. Whereas analyses of recommender systems have been reliant on off-line evaluation (as is 

standard in machine learning and information retrieval), ranking problems such as these are not as 

easily studied in on off-line manner. 
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1.6.3 On-line Evaluation 

Increasingly, there has been a demand for objective evaluation criteria for on-line recommender 

systems. This stems from a difficulty in evaluating which recommender algorithm is better, and in 

judging which criteria to use when making this evaluation.  Normally, evaluations are performed off-

line using techniques from machine learning and information retrieval such as cross validation, 

Leave-One-Out evaluation and measures of recall/precision. However, these techniques are not 

suitable for measuring the efficacy of a recommender strategy like content-boosted ACF in which a 

ranking is produced based on user actions at a particular time. In order to test our new hypothesis we 

perform a comparative analysis of how it performs against a pure ACF strategy. We suggest that an 

evaluation should measure whether real people are willing to act based on the advice of the system. 

Unlike the off-line analysis, the on-line methodology judges the relative degree of success of each 

strategy according to whether the recommendations of each strategy were employed by the on-line 

user. While this technique can only gauge relative user satisfaction with one strategy over another, it 

does allow the developer to test whether a new strategy is perceived as being useful to the user base. 

1.6.4 Community-Based Recommendation System 

One of the attractions of file-sharing networks is that there is not centralized control, or influence 

by the media conglomerates which own the copyrights of the music being swapped. We suggest 

that the Smart Radio system gives a working example of a music service in which the content 

provider takes a back seat, and allows the online community to take control of the processes of 

organisation and recommendation. This is contrary to the model which the digital service providers 

are currently pursuing which seeks to develop a direct marketing relationship with the user.  

 Increasingly, in modern capitalist economies the ability to shape meaning is concentrated 

in relatively few hands (Fisher 2000). One of the benefits of the Internet is its facility to 

decentralize this semiotic power, allowing users to organise, discuss and shape meaning. An 

emerging example of this is how blogging, reporting by individuals from their own website, is 

increasingly being accepted as an alternative to traditional journalistic channels. Indeed there have 

been several studies of how the Internet is an enabler of community-based relations(Fernback & 

Thompson 1995) and primary oral culture (Fernback 2003). In the context of Internet distribution 

of music, Fisher (2000) suggests that the impulse to create individual meaning is attendant 

“in the ease with which consumers of digital music can consume 

it, recombine pieces of it, blend it with their own material – in 

short can become producers” 

We propose that by allowing users to compile and swap playlists of music Smart Radio puts in 

place a facility where users are enabled to become producers. We analyse how the community 

dynamic works in Smart Radio and find that it is driven by several prolific playlist producers, 

whom we call community leaders. 
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 The unregulated distribution of music undermines the ability of the music creators to make 

money. We suggest that a system like Smart Radio offers a compromise arrangement.  Like file-

sharing networks, it taps into resources made available by other users: in this case, music expertise. 

Unlike the file-sharing networks where content is available in an unregulated form, the Smart 

Radio system can operate as a value-added service for a legally operated music provider. We 

suggest that this type of lightly moderated community would prove attractive to users who value 

the ethos of the file-sharing networks. From the service provider’s point of view, such an 

arrangement would fit neatly into the architecture of a system such as Listen.com’s Rhapsody 

system. Thus the recording industry could take the role of a content provider, licensing content to 

independent music services/retailer. 

1.7 Summary and Structure of the Thesis 

In brief: the next chapter presents an analysis of the online distribution of music and the reasons 

for using personalised techniques in this domain. Chapters 3 and 4 present a review of two 

personalisation strategies, case-based reasoning and automated collaborative filtering. Chapter 5 

describes how context-boosted ACF is used to recommend playlists in Smart Radio. Chapter 6 

describes the design and implementation of the Smart Radio system, and the strategies employed to 

manage data for the recommender modules. Chapter 7 presents an off-line and on-line evaluation 

of the system. In the concluding chapter we discuss possible enhancements for the system. 

In more detail: Chapter 2 introduces the Smart Radio system in the context of the emerging 

market for the online distribution of music. The mechanisms required to distribute music online are 

discussed, and the current techniques for making personalised recommendations of music analysed. 

We see that a significant problem for making music recommendation is the lack of available 

content mark-up. The chapter concludes with the view that, instead of trying to replicate the 

centralized off-line model of distribution, the music industry should make use of the ability of the 

internet to form self-organising communities. Thus the music industry would become an enabler of 

person-to-person distribution/recommendation. We suggest that the Smart Radio project is a 

prototype for this type of activity. 

 Chapter 3 gives the background to case-based reasoning, a methodology successfully used 

for personalization tasks. In particular we review case-based user-profiling. We introduce Case 

Retrieval Nets, a memory structure suited to efficiently storing large amounts of case data where 

missing case attributes are common. 

 In Chapter 4 we review automated collaborative filtering, a so-called ‘content-less’ 

approach to filtering and recommendation. In Chapter 2 we noted the difficulty in obtaining 

descriptive mark-up for music items. ACF offers an alternative approach by recommending items 

based on user rating data which can be explicitly submitted or derived implicitly. However, ACF is 

not a magic bullet; in order to work it requires a lot of data. It cannot recommend items that have 

not yet been rated by other users, nor can it produce recommendations until a user has built up a 
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rating set. These problems can be alleviated by using a content-based filter or retrieval system in 

parallel.  However, we observe that the ACF technique is not sensitive to the user’s current 

interests, and will recommend items that are not appropriate within the users’ context. In Chapter 5, 

we review the idea of context and introduce a hybrid technique called context-boosted ACF in 

which a lightweight case-based strategy provides context-sensitive ordering to the playlist 

recommendations of the Smart Radio ACF module. We also describe three techniques for 

managing a domain where previously ‘consumed’ items may be recommended again.  

 We describe the overall system architecture of Smart Radio in Chapter 6, concentrating 

upon the issue of data collection and manipulation to produce timely recommendations to our 

users. We show that the system depends on the industry of a few prolific playlist compilers, whose 

names become well known by other users. We show how a simple dimensionality reduction 

transformation allows us to quickly bootstrap new users into the system. We develop the argument 

raised in Chapter 4 that ACF can be treated as a type of content-based technique. We explain how 

we use a Case Retrieval Net to implement the ACF neighbourhood selection process, and show 

why this type of memory structure is suited to a lazy, data-intensive process like ACF.   

Finally, in Chapter 7 we review the types of evaluation required for a recommender system. We 

suggest we need an on-line approach as well as an off-line approach to evaluation. For our off-line 

analysis we use a leave-one-out technique to evaluate whether neighbourhood groups can be 

produced from the data, the prediction errors and the number of items predicted. We introduce a 

novel on-line evaluation to test the efficacy of our context-boosted algorithm. We deploy both 

strategies simultaneously in Smart Radio and evaluate which is preferred by users. We find that 

context-boosted ACF was significantly more popular than standard ACF during our 15-week 

evaluation period. 

This thesis is written so that, as much is possible, each chapter tells its own story. Towards 

this end, we will occasionally restate ideas addressed in earlier chapters in order to make the 

discussion of a current topic more concrete.  Figure 1.2 gives a plan of the thesis structure. 
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Figure 1.2: A schema of the thesis structure 
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Chapter 2: The Distribution of Music On-line 

All art constantly aspires to the condition of music – Walter Pater, The School of Giorgione 

 

The ease with which high quality digitally compressed music can be distributed on the Internet has 

caused waves in the music industry. Whereas the sale of music has been a highly regulated activity, 

the Internet has posed many problems and new opportunities. Now that mp3 music items can be 

downloaded quickly by large numbers of people, the piracy and copyright infringements suffered 

are much greater than in days when the industry warned that “home taping is killing music”. 

However, the music industry has generally been slow to capitalise on the benefits of this new 

distribution channel. Much of this has to do with the lack of agreement on standards for digital 

authentication, distribution methods and payment models that would be attractive to consumers and 

content providers. The success of file-sharing networks has forced the hand of the music industry 

and it has responded on two fronts: litigation, and the promotion of new on-line music services, 

which are still very much in their infancy.  

 In this chapter we examine the role of a service like Smart Radio. We compare the value 

chain for traditional off-line music distribution and new on-line digital distribution models, and 

suggest that the current initiatives by the music industry are predicated upon maintaining 

centralised control over the means of production and the means of distribution. We discuss the 

interests of content providers, creators and consumers in this debate. The music/movie industry has 

issued warnings about its impending demise whenever new recording media has been introduced 

such as the videotape and the cassette tape (Frith 1993). However, unlike these situations the 

Internet has forever changed the manner in which music can be distributed. We look at music 

industry initiatives to provide legal, secure music services on-line and examine how Smart Radio 

could be situated as a commercial service. Several reports identify value-added features as the key 

for content providers to coax users from file-sharing networks. We suggest that Smart Radio adds 

significant added value in that, like file-sharing networks, it taps into resources made available by 

other users: in this case, music expertise. Unlike the file-sharing networks where content is 

available in an unregulated form, the Smart Radio system can operate as a valued added service for 

a legally operated music provider. The personalisation offered by a service like Smart Radio is 

transparent, and not open to abuse by the marketing strategies of the content provider. We suggest 

that this type of lightly moderated community would prove attractive to users who value the ethos 

of the file-sharing networks. 

 We examine three of the most successful new music services. We suggest that the 

experience of operating a personalised streaming service described in this thesis would have many 
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lessons for these providers. We examine music personalisation technologies being offered by third 

party vendors. We find that they break down into two categories: knowledge-intensive methods 

which require the development of complex ontologies of music, and so-called ‘content-less’ 

techniques which rely upon identifying patterns in the listening data of users. Finally we give an 

overview of how the Smart Radio system operates. 

2.1 MP3 Killed the Radio Star 

When we talk about the music industry we generally refer to the interests represented by the five 

majors (Universal, Warner, Sony, BMG and EMI) who together control about 75% of the global 

recorded music sales. Although there are many independents, the five majors have enough 

collective clout to set the agenda regarding the interests of the music industry as a whole. The most 

vociferous campaigner for the ‘rights’ of the music industry is the Recording Industry Association 

of America (RIAA) which first came to public prominence during their lawsuit against the Napster 

file-sharing network. 

 In February 2001 the US 9th Circuit Court of Appeals issued a ruling against Napster that it 

had engaged in “knowingly encouraging and assisting” copyright infringement by allowing internet 

users to search for, and download, copyrighted music files. The court ruled that Napster would 

have to put in place a filtering system to prevent copyrighted recordings being exchanged. By July 

of that year, Napster had effectively ceased to operate. During its two-year lifespan millions of 

people had swapped billions of music files on-line (Birch & Davidson 2002). A survey by the Pew 

Internet & American Life Project found that at the height of Napster’s popularity users of file-

sharing networks did not consider swapping music on-line to be an illegal activity.4 In fact, since 

the demise of Napster, a plethora of new file-sharing networks has sprung up.5 A survey by 

Nielsen/NetRatings placed Kazaa, currently the most popular file-sharing application, as the 6th 

most popular Internet application in the US, being used by 10.6% of the active on-line population.6 

The same survey found that Kazaa was one of the ‘stickiest’ applications with the average user 

spending 2.36 hours per month using it on-line. The music industry, in the guise of the RIAA, has 

decided that pursuing the new breed of fully decentralised file-sharing networks is fruitless and has 

responded by suing individuals.7 

                                                      
4 Downloading Free Music: Internet Music Lovers Don’t Think It’s Stealing. Pew Internet & American Life 

Project’s On-line Music Report, available at 

http://www.pewinternet.org/reports/pdfs/PIP_Online_Music_Report2.pdf, p. 6 (September 28, 2000). 
5 Napster use slumps 65%. BBC on-line report. http://news.bbc.co.uk/2/hi/business/1449127.stm 
6 More than 72 Percent of the U.S. Online Population Uses Internet Applications. Nielsen/NetRatings 

(November 2002), available at http://www.nielsen-netratings.com/pr/pr_021218.pdf 
7 Students sued in piracy battle. BBC News On-line report, 4 April, 2003. 

http://news.bbc.co.uk/2/hi/technology/2917779.stm 
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 The argument put forward by the music industry is that file-sharing is an infringement of 

copyright which effectively prevents record labels from making money upon their core asset – 

content. They illustrate their point by demonstrating trends that show a fall-off in CD sales which 

they maintain is due to the growth of on-line piracy.8 Appealing to the better nature of file-sharing 

advocates, they claim that file-sharing ultimately hurts artists.9 A recent economic analysis 

concludes that on-line piracy is having an effect on sales but that the RIAA’s claims for industry 

meltdown at the hands of the file-sharing networks is unconvincing (Liebowitz 2003). For instance, 

while CD unit sales were down by 10% in 2001, the figure cited by the RIAA, total revenue was 

down by 2%.10 Furthermore sales of recorded music are declining from an all-time high, and have 

experienced significant drop-offs in four periods prior to the widespread use of the Internet for 

exchanging digital music. The current slump began in 1999 when file-sharing networks had very 

little market penetration. Liebowitz discusses many factors which could contribute to a drop in 

sales for consumer entertainment goods such as the CD and concludes that, based on the figures, it 

is far from conclusive that the music industry is in terminal decline.  

 Recent studies by Forrester Research would suggest that usage of file-sharing networks 

affects different segments of the CD buying public in different ways. Heavy CD buyers tend to buy 

even more CDs, using the file-sharing Networks to try out new music before buying. Light CD 

buyers may be buying less, tending to burn their own compilations to use in portable walkmans or 

at work.11 

 The key issue is that CD sales are declining and the music industry believes that it is due to 

the growth of on-line piracy. At the same time consumers are downloading and swapping music as 

much as ever, and do not feel that they are breaking the law. The type of litigation being pursued 

by the music industry in the US is to criminalise and alienate those people (16–30 year olds) who 

typically buy a lot of CDs. There appears to be a breakdown of the expectations between music 

providers and music consumers. The question is whether creators, producers, distributors and 

consumers can come to an agreement where each receives the value they expect. 

 The central issue in this debate is copyright, which, particularly as applied the music 

industry, is complex and difficult to understand (Fisher 2003). As we shall see, the music industry 

uses recording copyright as the single means of leveraging control over the physical production and 

                                                      
8 Recording Industry Announces 2001 Year-End Shipments. February 25, 2002 

http://www.riaa.com/news/newsletter/022502.asp 
9 RIAA on piracy http://www.riaa.com/issues/piracy/default.asp 
10 http://www.riaa.com/news/newsletter/022502.asp 
11Forrester Research Report. Bernoff, J. (2002) Downloads Save The Music Business 

http://www.forrester.com/ER/Research/Report/Summary/0,1338,14854,00.html 

'Proof' - downloading music hurts Europe's CD sales 

http://www.europemedia.net/shownews.asp?ArticleID=14535 



 

 
18

distribution of music. For them it is crucial that they leverage the same degree of control over the 

digital distribution channel. 

 Ironically, the original appeal of digital music to the industry was that – now that there was 

no physical product to be manufactured and distributed – they could ‘dis-intermediate’ distributors 

and retailers and market directly to the consumer, thus preserving the currently centralised 

distribution model minus a few value links. However, the lack of agreement on standards for digital 

authentication, digital distribution methods and payment models meant that the recording industry 

was caught unprepared by the advent of file-sharing networks. We suggest that the file-sharing 

networks not only represent a consumer desire for greater access to music but also a change in the 

way music should be marketed and distributed. We suggest that the success of the file-sharing 

networks is partly due to the alternative manner in which music was distributed – not from a 

centralised server, but from a community who in a self-organising manner have assembled the 

biggest repository of music yet available. 

 We suggest that the music labels, rather than attempting to establish direct marketing links 

with their customers, should adopt the role of an enabler or facilitator allowing users to share music 

with each other, thus facilitating a social network rather than simply a business relationship. It is 

clear that the record industry must be remunerated for digital services, but we suggest that the 

current pay-per-download model will only be attractive to certain segments of the market. We 

propose Smart Radio as an alternative model that offers a compromise service which caters for 

needs of the music industry and its consumers.  

The remainder of this section will discuss the issues of digital distribution. We will first 

look at the competition the music industry faces in the form of file-sharing networks. We will then 

look at the physical distribution model, and the new digital distribution model. A sub-text running 

through this chapter is that the file-sharing issue has simply brought the long-standing problems 

within the music industry to crisis point. These include: 

• Innate distrust by consumers of the music industry. 

• The music industry’s high profit margin on each CD, which is used to ‘subsidise’ non-

profitable artists. This argument is hard to make in a digital environment. 

• The concept of copyright ‘ownership’ on a medium (music) which is simply not 

understood by consumers. 

• The domination of the music market by five media conglomerates (the 5 ‘majors’). 

2.1.1 What is a File-sharing Network/P2P Network? 

The network architecture we are most familiar with today is the client-server architecture in which 

a centralised server hosts resources which can be requested by any number of clients (see Figure 

2.1). The resources might be web page hosted by a HTTP server, or any type of file hosted by an 

FTP server. The server provides a single point of access and, in the context we are examining, if it 

hosts illegal material, it can be shutdown.  
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Figure 2.1: The client-server architecture 

A Peer-to-Peer (P2P) network is a decentralised network in which each node can equally act as a 

server or a client (see Figure 2.2). In ‘pure’ P2P networks all peers communicate symmetrically 

and have equal roles. However, most P2P networks are not completely decentralised. Most have 

some degree of centralised functioning such as when a new host is bootstrapped. The Napster 

network was an example of a hybrid P2P system. While file-sharing was decentralised, the 

directory of files was centralised, with the Napster servers replying to search queries and brokering 

client connections (Oram 2001).  It was the centralised nature of the Napster network architecture 

which allowed the US federal appeal court to rule that Napster was knowingly assisting the breach 

of copyright. Since the demise of Napster, many alternative P2P networks have sprung up which 

decentralise the search and brokering requirements of the network. The key point in file-sharing 

networks is that there is no single point of access. In theory, clients can download files from each 

other without going through an intermediary server. This type of service is very difficult to police. 

 

Figure 2.2: The figure illustrates the decentralised architecture of a P2P network 

Decentralised systems are not new; the Internet routing architecture itself is largely decentralised, 

with the Border Gateway Protocol used to coordinate the peering links between various 

autonomous systems. 

2.1.2 The MP3 

The process of converting a sound into a digital format for transmission or storage purposes 

produces very large file sizes. For instance 1 second of what we term ‘CD quality’ sound requires a 

file size of 176.4 KB and the three and half minute pop single requires a file size of 37 MB. The 

mp3 was developed as part of an ISO initiative to develop standards for the encoding of audio and 

video files.  The Moving Picture Experts Group (MPEG) was constituted for this task and met for 
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the first time in May of 1988. The main application the group had foreseen for the first audio-visual 

standard, MPEG-1, was CD-i, an interactive compact disc developed by Philips and Sony to put 

games and educational programmes on television sets. As part of the development of the standard, 

the expert group sought proposals for an audio codec (coder-decoder), a means of shrinking audio 

file sizes without losing its identifying qualities. The codec that was chosen had been developed in 

the 1980s by researchers from the Fraunhofer Institute and the University of Erlangen, Germany in 

order to allow high-quality music to be transmitted over ordinary telephone lines. The codec could 

shrink music files by a factor of twelve or more with little loss of quality. The MPEG-1 standard 

was completed in 1992; it described three separate but related ‘layers’, schemes for converting 

sound into a digital format. Layer 1 and Layer 2 were intended for high-performance applications; 

Layer 3, a version of the codec developed by the German team, was intended for devices that 

handle data relatively slowly, such as personal computers. MPEG-1, Layer 3 is what is now called 

mp3.  

The mp3 codec is lossy – its compression algorithm removes a certain amount of data that 

cannot be recovered when the file is decompressed. The algorithm takes advantage of a feature of 

human auditory perception, called auditory masking, whereby the ear cannot discern certain 

frequencies in particular situations. For instance, this occurs when the presence of a strong audio 

signal makes weaker audio signals in the proximity imperceptible. The mp3 compression algorithm 

removes the tones people do not perceive, decreasing the size of music files without greatly 

affecting the sound. 

 The source code for the mp3 compression algorithm was stored on an insecure computer at 

the University of Erlangen where it was downloaded by a hacker, soloH, who produced software 

that could convert CD music tracks into compressed digital files, a process known as ripping. The 

software was further improved by a community of on-line developers. Within 2 years mp3 sites 

began to spring up throughout the Internet, all containing copyrighted songs that had previously 

been imprisoned within compact discs (Mann 2000). 

2.1.3 Techniques of Music Delivery  

There are two major methods of delivering audio and video content over the Web. The first method 

uses a standard Web server to deliver the audio and video data to a media player. The second 

method uses a separate streaming media server specialised to the audio/video streaming task.  Until 

recently, audio and video on the Web was primarily a download-and-play technology. The entire 

media file had to be downloaded from a server before it could be played. However, this technique 

causes significant delays before playback because media files are usually large and take a long time 

to download. 

 The alternative to waiting for a full download is to stream the media files so that playback 

can begin while the data is being sent, without having to wait for the whole file to download. 

Playback begins after the client has pre-fetched a few seconds of the media into a buffer, after 
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which time it begins to drain the buffer and playback begins. As we can see from Figure 2.3, if the 

rate at which the client drains the buffer is faster than the fill rate from the network, then playback 

will have to pause while the buffer is refilled. However, increased broadband access has meant that 

streaming audio is an increasingly viable option for home users. 

 

Figure 2.3: Client-side buffer for a streaming application 

2.2 Physical distribution 

The music industry uses a centralised model of distribution that has been built up over many years. 

It is quite a simple model whereby the record label controls the recording, sales and marketing and 

very often distribution of CDs. Smaller labels will license independent distributors to get their 

product to wholesalers, and thus incur a higher distribution overhead. 

 

 

Figure 2.4: The music value chain for off-line distribution (Durlacher 2001) 

The business model of the recording label is dependent upon leveraging the intellectual property 

copyright of the artist’s recording. In the UK, the 1988 Copyright Act states that the copyright 

owner of a sound recording is the person ‘who made arrangements for the recording to be made’.12 

This is taken to mean the person who pays for the recording. As a standard practice labels demand 

that musicians give up the copyright on the recording (Harrison 2001). This is contrary to the 

practice in the publishing industry, for instance, where authors own their books but license them to 
                                                      
12 UK Copyright Designs and Patents Act 1988. 
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publishers. Thus most CDs bear a stamp displaying the label’s ownership of the recorded music 

such as “copyright 2003 BMG”. The argument put forth by the record label is that the ownership of 

the copyright allows them to invest in the artist by providing the services illustrated in Figure 2.4: 

Artist Development, Recording and Production services, Sales and Marketing and Distribution.  

 However, even after an artist has recouped with profit the label’s outlay, the copyright still 

belongs to the label. Artists and their managers view the practice of insisting upon outright 

ownership of copyright as an abuse of record company power (MMF 2001). The artist’s cut from 

the sale of the CD is low – 18% of the dealer price would constitute a good deal. However, the 

royalty calculation invariably contains several ‘standard’ reductions for expenditure such as 

packaging and manufacturing (20–25%) and the producer’s royalty (3–4%) so the artist receives 

considerably less than suggested by this figure. On top of this, the cost of recording and any 

advances the artist receives while recording are recoupable from the artist’s royalty rate. Recording 

royalties are not paid by the record company until such costs have been recouped. Therefore, the 

artists recording royalties are dictated by how many units are sold. In many cases they make very 

little or nothing from recording royalties after the recording label’s costs have been recovered 

(Mann 2000). Instead, if they write their own songs they will make money from mechanical 

royalties, which are technically paid for every song on every CD. In the UK the Copyright Tribunal 

1992 has set this rate at 8.5% per CD. This royalty is paid from the record company’s cut of the 

CD, irrespective of the number of sales that take place, and is generally the songwriter’s biggest 

source of income (Harrison 2001). 

 Figure 2.5 shows the price breakdown of a new CD (€21.45) in Ireland. The figures are 

based on a cost analysis from the MMF guide to professional music management (MMF 2001). 

The figures are based on the assumption that the record company is a major with its own 

distribution network, thus distribution costs are relatively low. It must also be kept in mind that the 

artist royalty rate (5%) is only paid once the record company has recouped recording costs and 

artist advances. Until the CD has reached this quota the artist will not receive recording royalties. 

 According to this analysis, the record company takes five times as much as the artist. 

However, after taking into account the marketing and promotional expenditure the profit ratio 

might typically be in the region of 2:1, or even nearer 3:1 in favour of the record company (MMF 

2001). The recording industry argues that these ratios are necessary to cover the expense of the 

number of artists they lose money on – according to one report 90% of the roughly 20,000 albums 

released every year sell less than 10,000 copies.13 While the number of copies necessary to cover 

costs depends on the investment, one analysis suggests that the company needs to sell 86,957 CDs 

to cover costs on an average first album deal (Leach & Henslee 2001). In fact only 16% of all 

record releases reach that sales figure. According to the same analysis it is typical for 5–10% of the 

labels’ roster of artists to subsidise all the music released by the label (Leach & Henslee 2001). 

                                                      
13 International Data Corporation cited in Hartmann (2000). 
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Record labels argue that lowering profit margins will mean that they will be forced to take less risk, 

thus reducing the number and diversity of artists that they sign.14 

 This is a double-edged sword. Non-profitable artists do not receive recording royalties 

from a label because costs are recouped from the artists share until profitability is reached. 

Therefore the RIAA claim that piracy hurts artists, refers to the profitable 15% of artists who still 

only receive a small portion of the price per CD. Of course, piracy also means that songwriters do 

not earn from the mechanical copyright of the song. However, this area is not within the remit of 

the RIAA. In fact, the recording industry has regularly fought to reduce the artist’s mechanical 

copyright fees. The point of this analysis is that the smaller artist has much to gain if another 

mechanism for getting his/her music to the public outside the conventional means of production 

and distribution can be established. On the other hand, the music industry has a lot to lose if control 

of production and distribution is decentralised. As Frith (1993) has pointed out in his analysis of 

music copyright, music industry concern at the plight of the artist is usually an alibi for protecting 

its own interests.  

A breakdown of where the money goes per CD. 
(Price =  € 21.49) 

VAT: € 3.76 (17%)

Dealer: € 6.83 (32%)

Distributor: € 1.22 (6%)

Publisher: € 0.92 (4%)

Manufacturer: 
€ 1.43 (7%)

Artist: € 1.08 (5%)

Producer: € 0.42 (2%)

Record Company: 
€ 5.84 (27%)

 

Figure 2.5: The breakdown of the price of a CD 

2.3 On-line Distribution 

On the surface, on-line distribution appears to be a simpler, more direct model and offers benefits 

to the music industry and consumers. According to Fisher (2000) the potential advantages of digital 

distribution for the music industry are: 

1. Cost savings due to ‘disintermediation’, the removing of aspects of the physical supply 

chain and developing a direct relationship with the consumer. 

                                                      
14 RIAA on anti-piracy http://www.riaa.com/issues/piracy/default.asp 
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2. Elimination of overproduction and underproduction. Record companies would no longer 

have to guess how many copies of a CD they should manufacture. 

The potential advantages to the consumer are: 

1. Immediacy and precision: consumers would no longer have to wait for a CD to be in stock, 

or for a mail order purchase to arrive. Digital distribution offers the opportunity of buying 

only those tracks you like, and not a whole CD. 

2. Increase in the number of and variety of musicians. Musicians that appeal to ‘niche’ 

markets would find it easier to distribute on-line than through the CD medium. 

3. Semiotic democracy: Fisher argues that the power to shape culture is often concentrated in 

relatively few hands. In relation to the previous point, he suggests that digital distribution 

has the potential to decentralise the semiotic power of the major music labels as more 

artists than ever before can be made available. Secondly he suggests that the ease with 

which “consumers” can manipulate a digital asset, recombine and blend it with their own 

material will allow them to become “producers”. 

One thing that is striking about Fisher’s analysis is that the advantages for the consumer seem to be 

gained at the expense of the recording industry. In a later essay, Fisher points out that intellectual 

copyright rules are difficult for the consumer to understand (Fisher 2003). This is problematic for 

the music industry which relies upon recording copyright as its single means of leveraging value. 

Consumers may be resistant to the charging systems in place for digital distribution when there is 

no physical product being purchased. People are used to purchasing music as a tangible product 

with packaging extras such as cover art. When the physical product is removed, although this is a 

small part of the overall cost, the music industry faces the dilemma of convincing consumers of the 

value of their digital product. From a consumer perspective the charging systems in place for 

digital download may seem exorbitant and poor value for money. The industry’s case is not helped 

by general consumer suspicion that they have been overcharged for CDs for years. This, in fact, has 

been proven to be the case. In January 2003, a US district court ruled against the major labels in a 

lawsuit brought by the attorney generals of 43 US states alleging price fixing during the period 

1995 to 2000 (Compact Disc Minimum Advertised Price Antitrust Litigation Settlement).15 The 

recording industry chose to settle rather than appeal this ruling.  

2.3.1 On-line Distribution Model 

Translating the physical distribution model into an on-line distribution model has not been an easy 

task for the music industry. The digital value chain has turned out to be longer than the real world 

chain described earlier (Birch & Davidson 2002). We suggest that this is because the mechanisms 

required to protect copyright in a digital environment are complex. Figure 2.6 illustrates the value 

chain for digital distribution which is adapted from a 2001 report on the economics of digital 

                                                      
15 http://webform.musiccdsettlement.com/english/ 
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distribution of music (Birch & Davidson 2001). While the value chain suggests roles for many 

different technology and service providers, the pressure to compete with the file-sharing networks 

has driven large entertainment and technology companies together to provide solutions that are, in 

many cases, as centralised as the physical distribution models. We will use Figure 2.6 as the basis 

of our analysis of on-line distribution because it succinctly represents the tasks required for on-line 

distribution, irrespective of whether these are handled by the same media conglomerate. 

 

 

Figure 2.6: The figure illustrates the value chain for digital music distribution (OC&C 2001) 

 

2.3.2 Content Stake Holder 

Artist/Songwriter: Artists are increasingly aware of the power of the Internet as a means of 

getting their music to an audience. Many artists, aggrieved at what they perceive as the monopoly 

by the records labels over physical forms of distribution, are not persuaded by the record industry’s 

attempt to maintain the same profit margin when there is no physical product to manufacture and 

distribute. This has resulted in artists sending cease and desist notices to their labels in an attempt 

to renegotiate their contracts for distribution on-line. This has resulted in limited on-line 

availability of the music of certain artists.16  In fact, many artists are beginning to wonder whether 

they need a record label if they can sell on-line. They argue that higher margins more than 

compensate for lower sales due to reduced promotional support. 

Record Labels: Originally record labels viewed digital distribution as a means of cutting out the 

current distribution and retail overhead and capturing their margins. Generally, labels are realising 

that their strength lies in content provision not in technology development or retailing. However, 

their central concern is to protect the integrity of their core asset – content. Thus, as long as digital 

sales remain a small part of their overall income, they will support any model which strengthens 

the current off-line model, price points and margin for physical product .17 Until recently, many of 

                                                      
16 Helmore, E. (2001) Guardian, December 13. 
17 Birch, A., Davidson, S. (2001) Digital dilemma – making music, losing money. OC&C report. 
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the current on-line retail models offered content at a price which is directly comparable to the CD 

price.18  

Digital Rights Management (DRM): 

Digital Rights Management refers to controlling and managing rights to digital intellectual 

property. As we discussed in Section 2.1.2, the mp3 format was designed to reduce the size of 

audio files. Like any digital artefact, multiple identical copies of an mp3 can be made and 

distributed outside the control of the copyright owner. DRM technology seeks to maintain the 

authority of the original, by limiting the rights the user has to the copy. Stefik (1997a,b) specifies 

three types of digital rights: 

1. Rendering rights: define the means by which the copy can be viewed, printed or in the 

case under discussion, played. It also relates to granting the user a time-limited period to 

use the copy. 

2. Transport rights: define the user’s permissions to copy, to move or to loan. In the debate 

over defining a secure mechanism for digital music, this refers to the user’s right to make 

copies of music files, to use them on portable devices or to swap them with others. 

3. Derivative rights: refer to the user’s permissions to extract, edit and embed content from 

the copy in another digital work. 

There are three ways to enforce content rights:  

1. Through legal means using registration forms, license agreements, and copyright laws. 

2. Through legal means by auditing watermarks (unique identifiers permanently embedded in 

the content).  

3. Technologically, using encryption and user authentication to protect content and only make 

it accessible under strictly specified conditions.  

Most DRM schemes for music nowadays use encryption. However, encryption is often not enough. 

A major issue in DRM management is the ‘container’ in which the digital content is rendered. If 

the container allows the user to make unauthorised copies of the digital content then it is 

‘untrusted’. A ‘trusted system’ (Stefik, 1997a,b) is a system in which the hardware and software 

can be relied on to follow certain rules pertaining to the usage rights for the digital content. An 

example of DRM is the content scrambling system employed on DVD disks which is encrypted so 

that it can only be decoded and viewed using an encryption key, which the DVD Consortium keeps 

secret. The DVD player manufacturer must agree to sign a licence agreement with the DVD 

Consortium which restricts them from including certain features in their players such as a digital 

output which could be used to extract a high-quality digital copy of the movie.  However, the DVD 

encryption has already been hacked. The decryption software has been bundled with a compression 

                                                      
18 Helmore, E. (2003) Apple tunes in, but music still has a problem. Observer May 4; 

http://observer.guardian.co.uk/business/story/0,6903,948880,00.html 
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format called DivX which allows pc users to rip and store DVD movies on conventional CD 

ROMs19. 

 Currently, the entertainment industry is pressing for changes to the hardware and software 

architectures of current computers so that they can be used as trusted systems.20 A trusted 

computer, for instance, would refuse to make unauthorised copies or to play audio or video 

selections for a user who has not paid for them. However, this conflicts with the interests of 

consumers for whom the computer is an all purpose device for the manipulation of information 

whether for work or entertainment purposes. Despite this Microsoft has announced integrated 

DRM features in a forthcoming secure windows environment, Palladium, which could curb 

software piracy as well as music piracy.21 

 Despite attempts by the RIAA to establish a standard DRM for music,22 two proprietary, 

non-compatible standard technologies have recently been adopted by Digital Services Providers on 

the web: Microsoft’s Windows Media DRM23 and RealNetworks DRM.24  These technologies can 

impose limitations on which platform the user can play the music file, how long the user may use a 

downloaded file and whether it can be used on a mobile device. One way to do this is to encrypt the 

file and register it with a database. Every time the file is used the on-line database is checked for 

authorisation. If this is not received the file access fails. Since DRM systems are continually 

hacked, multiple licence updates are required. 

Digital Service Providers (DSPs): 

The role of the Digital Service Provider is to license its music distribution platform to companies 

seeking to sell music services under their own brand. They function both as a technology provider 

and a music clearing house. The best known players in the US market, MusicNet, PressPlay, and 

Rhapsod, are ventures controlled by the large record companies and Network service companies. 

MusicNet was founded as a coalition between RealNetworks, AOL-Time Warner, Bertelsmann and 

EMI, while PressPlay is a partnership between Vivendi-Universal and Sony. The Rhapsody service 

is distributed by Listen.com, an independently founded company which has recently (April 2003) 

been acquired by RealNetworks. With so few players in the market, attention has been drawn to the 

difficulty in securing digital distribution rights for independent DSPs, particularly where there is a 

conflict of interests with the DSP ventures of the major labels. Anti-trust investigations have been 

set up by the European Commission, and by the US Department of Justice to investigate whether 
                                                      
19DivX website.  http://www.divx.com/ 
20 A Bad, Sad Hollywood Ending. Business Week online 16/06/2002. 
21 Can we trust Microsoft's Palladium? Salon.com. July 11, 2002. 

http://www.salon.com/tech/feature/2002/07/11/palladium/index.html 
22 http://www.sdmi.org/ 
23 http://www.microsoft.com/windows/windowsmedia/press/prdrm.aspx 
24 http://www.realnetworks.com/products/drm/index.html 
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the majors protect their own ventures by offering non-competitive licensing agreements to 

independents.25 

 The iTunes service from Apple computers does not follow the same model as the other 

providers in that it sells directly to users of Apple computers. Apple’s incentive was to provide a 

service for MAC owners who had generally been overlooked by the paid services and the file-

sharing services. A Windows iTunes service is scheduled to operate before the end of 2003. 

Spurred on by Apple’s entry into the market place, Microsoft has recently (August 2003) joined 

with a London-based DSP to provide the first pan-European service selling songs on a pay-as-you-

go basis. However, EU anti-trust regulators state that the move bolsters their case against Microsoft 

for squeezing out competition in the media player market.26 

In section 2.3.3, we will briefly examine the services operated by three of the best know DSPs. 

However, this section will have made clear that the collective panic of the majors in the face of 

file-sharing has led to the operation of monopolies in the marketplace. This has been exacerbated 

by a series of mergers and acquisitions which have made it difficult to distinguish between content-

provider, distributor and technology-provider. 

Media players: 

A standard DRM architecture for music would have allowed several music media player vendors 

into the market place. As it stands, the proprietary DRM mechanisms of RealNetworks and 

Microsoft are designed to be used with their respective media players: Real Player and Windows 

Media Player. This squeezes out the numerous other media players such as WinAmp which play 

unsecured media formats. In some cases, such as Rhapsody, the player software is built into a new 

(DRM protected) player device. 

 However, as we stated earlier, recent mergers have abolished the distinction between 

Media Player vendor, DRM vendor, content provider and service provider. Furthermore, the 

bundling of the Microsoft Windows Media player into the Windows Operating System means that 

the Microsoft player is unfairly poised to take advantage of the growth in legally regulated services. 

Although this is now the subject of an EU Commission anti-trust investigation, it remains to be 

seen what effective action, if any, can be taken.27  

2.3.3 Services on Offer 

Table A-1 in Appendix A summarises the services offered by three of the major DSPs mentioned 

already. The key issue is the type of service they offer the consumer in comparison to the file-

sharing networks. In terms of GUI design and delivery reliability, paid services generally offer 
                                                      
25 Duke, L. (2001) Tech. Rev. 0039 http://www.law.duke.edu/journals/dltr/articles/2001dltr0039.html 
26 http://www.wired.com/news/business/0,1367,60028,00.html 
27 Microsoft Faces EU Fines, Software Curbs (2003) Reuters; Aug. 6: 

http://www.reuters.com/newsArticle.jhtml?type=topNews&storyID=3233204 
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better service to the user than the file-sharing networks. File-sharing networks use a single service 

model which involves searching and downloading on a track-by-track basis. Once the track is 

downloaded there are no limitations on its use. The mp3 can be transferred to multiple computers, 

mobile devices or can be burnt to any number of CDs. There is no time limit or expiry date on its 

use.  All of the paid services, except Listen.com’s Rhapsody services, have chosen to follow the 

download model. However, these music services use DRM techniques to protect the music files 

they sell to their customers. In most cases this means a restriction upon whether the music file can 

be transferred to another computer or mobile device or burned to a CD, and limitations on how 

long it can be used. This poses a serious drawback for consumers used to downloading mp3s from 

file-sharing networks for unrestricted use. Another disadvantage is that the catalogue of music 

being offered by paid services is considerably smaller than that available from file-sharing 

networks. In fact, the current on-line models offer little to the user other than the benefit of being 

able to pick and choose tracks at will. Indeed, the service models currently on offer emulate the 

centralised physical distribution model, with few advantages for the consumer over directly 

purchasing a CD in the shop. In many respects digital distribution has offered the music industry 

the perfect sales opportunity – a direct relationship with the consumer, selling time- and location-

restricted items, which unlike CDs are difficult to counterfeit. The consumer appears to be the loser 

in this equation. 

 

 

Figure 2.7: Three relationship models 

Figure 2.7 illustrates three different relationship models. The first models demonstrate the current 

physical distribution model where consumers buy directly from retail stores. The second model is 

the current digital version of this, in which media and network conglomerates are able to sell 

directly to the consumer. The third model offers an alternative, in which the distributed nature of 
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the Internet is fully realised. In this scenario, media companies take the role of content providers, 

with community driven services enabling person-to-person services. 

 We will discuss later in this chapter how the distribution of music in particular is suited to 

this particular framework. In section 2.6 we will introduce Smart Radio, a community-based, 

streaming playlist service as a prototype of this model. As such we view this as a compromise 

solution between the current paid services and peer-to-peer services. 

PressPlay: 

PressPlay offers a subscription model where the user has access to unlimited downloads and 

unlimited streams. Microsoft media DRM is used to control the files delivered to the user. 

Downloaded files can be stored on up to two computers and are enabled as long as the user’s 

subscription is up-to-date. If the user wishes to move downloaded files on to a mobile device or 

burn them to a CD, then he/she has to pay a ‘portable’ download surcharge of approximately $1.00 

per song. (The exact price is dependent on the ‘pack’ option the user chooses. See Table A-1, 

Appendix A). In addition, the mobile device must support the secure Windows Media file format 

(WMA) or Net MDTM, the Sony secure mobile device format. The streaming service allows users 

to stream entire albums, or playlists of songs. 

Recommendation service:  

Users can search by artist or by genre. As well as the results from the search, a selection of other 

artists that the user may like is presented based on the download and streaming behaviour of other 

users. The user can also manually search to see what other users are streaming. The ‘Build your 

Own Station’ facility allows playlists to be generated on the fly based on recommendations from 

the tracks the user has downloaded. The playlists are divided by genre. 

iTunes 

Apple’s iTunes music store is the most recent service that offers downloaded music from the big 5 

labels. It is a pay-as-you-go download service that operates from Apple’s iTunes client player, and 

unlike PressPlay, it does not require a subscription. Users simply pay and go ($0.99 per track). 

Apple claims that the service gives users “the same level of rights as people who buy CDs”.28 

While this claim is exaggerated, the service is markedly less restrictive than that offered by Press 

Play. Apple uses a proprietary DRM in conjunction with the ACC compression format (ACC forms 

the basis of the MPEG-4 audio compression technology29).  

 Playlists containing any protected AACs can only be burned 10 times. The list must be 

manually changed before it can be burned again. AACs can be transferred to up to three computers 

and any number of iPods, Apple’s mobile device. 

Recommendation service: 
                                                      
28 http://news.bbc.co.uk/2/hi/entertainment/3148327.stm 
29 http://www.vialicensing.com/products/mpeg4aac/standard.html 
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When a user previews a song he is presented with a set of songs that other users have purchased in 

addition to this song. New playlists can be automatically generated from songs the user has already 

downloaded using the ‘Smart playlists’ facility whereby the user can specify criteria such as genre 

or artist to be included in the playlist. 

Rhapsody 

Rhapsody offers a subscription streaming service where users choose songs or playlists of songs to 

stream to their desktop. Unlike PressPlay or iTunes, Rhapsody does not yet offer the facility to 

download and move files to a portable device. However, songs may be burned to a CD for a 

surcharge of $0.99 per track. Since there are no downloads, users can use the service from any 

computer they choose. Playlists can be mailed to a friend. However, there is no automated way of 

identifying users who have a similar taste. 

Recommendation facility: The service offers a facility whereby expert ‘editors’ create a new 

playlist suited to the user’s taste in music. For scalability reasons this must be at least a semi-

automated task. User can also choose a particular artist as the basis for a particular stream of music. 

Rhapsody will stream a mixture of items by the chosen artist and artists similar to this artist. 

2.3.4 Discussion 

Paid music services are in their infancy, and it is unclear which models are attractive to consumers. 

DSPs are unwilling at this stage to disclose sales figures. It is clear, however, that the Rhapsody 

service is relatively successful having signed syndicated deals with several retail portals, and 

consistently receiving good press for its interface and ease of use. MusicNet, a subscription 

download service like PressPlay, appears to have lost ground to Rhapsody. One of its main outlets 

(and a stake holder), Real Network’s RealOne, has recently committed to the Rhapsody service 

model. iTunes opened its account with a fanfare in May 2003. According to press reports, opening 

day downloads equalled the number of songs legally downloaded over a six-month period in the 

previous year.30 Apple’s less restrictive DRM and pay-as-you-go service may be important factors 

here. It also may simply be the fact that they are servicing a captive audience. Up to this point both 

file-sharing networks and pay services have only catered for Windows users. Some commentators 

have noted that Apple’s more liberal DRM policy may reflect the more affluent demographic of the 

average MAC user who theoretically would not be inclined to engage in hacking the ACC audio 

files for posting to windows based file-sharing networks. 

 It is unclear whether the pay models offer sufficient advantages to the consumer to make a 

dent in the file-sharing ‘market’. While download reliability and ease of use are beneficial, 

restrictive DRM clauses present major drawbacks. Of the three models we present, one (PressPlay) 

                                                      
30 Kahney, L. (2003) Music biz buzzing over iTunes. Wired News. May 

http://www.wired.com/news/print/0,1294,58760,00.html 
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has chosen to compete directly with the file-sharing networks providing unlimited downloads at a 

subscription price of $10 per month. Since downloads expire when a subscription ends, unless 

purchased with an additional surcharge, we would suggest that such a service would have great 

difficulty in attracting users who currently use the file-sharing networks. 

 iTunes, although a download service, is initially targeted at providing a service for Mac 

users to stop any leakage of their customer base to the Windows platform, where the pay and non-

pay services can be found. iTunes is due to release a Windows version later in 2003, which will be 

a greater test of their sales strategy. 

 Rhapsody, on the other hand, has chosen to offer an alternative service to file-sharing 

networks. The service is akin to a piped music service or a radio service. The service has been in 

operation since April 2001 and appears to have prospered. It recently was acquired by 

RealNetworks, despite Real’s stake hold in the MusicNet (download) service, and will be 

incorporated into the RealOne service which is available from every Real Player.31 

2.4 Value-added Services 

We would suggest that paid services could attract users by offering facilities not available up to 

now from the file-sharing networks. Paid services are intrinsically centralised models in which the 

service provider is in a position to learn from the preference data expressed, either explicitly or 

implicitly, by users as they use the service.  

 By acting on such preferences the service provider is in a position to develop novel means 

of distributing music. For instance we would suggest that the service provider could address the 

problem of music overload not by providing anonymous recommendations, which the consumer 

may not trust, but by enabling communities where users explicitly make recommendations to each 

other. 

2.4.1 Personalisation 

The advent of on-line music services poses similar problems of information overload often 

described for textual material (Foltz & Dumais 1992, Resnick & Varian 1997). It is often 

acknowledged that the volume of live and archival information available to the user through the 

Internet has made it difficult to locate relevant information in a timely fashion. Search engines may 

retrieve too many results for the user to sift through. One solution that has been gaining broad 

acceptance is the concept of personalisation which refers to the task of customizing information 

access, retrieval handling and display according to the user’s preferences (Mobasher et al. 2001).  

Personalisation systems generally have three broad steps (Mobasher et al. 2001, Goker 2002): 

1. User preference data is acquired through the user’s interaction with the service. 

                                                      
31 Mook, N. (2003) Real Dumps MusicNet for Rhapsody. Beta News May 28, 

http://www.betanews.com/article.php3?sid=1054116913 
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2. The data is analysed in order to build a user model. 

3. The user model is used as a basis to automatically adapt and generate customised 

information or behaviour. 

The advantage of the personalisation process for the user is the reduction in work due to the 

automated presentation of targeted information based on the user’s long-term/short-term interests.  

 The advantage for the service provider is that customer loyalty is fostered.  Cutler and 

Sterne (2000) define loyal customers as the key to an on-line service since they “come back 

frequently, buy often, recommend your company to others and readily try out new things”. 

 Personalisation is clearly going to be an important aspect of the on-line service for music. 

As we can see in Table A-1 in Appendix A, the large service providers offer 100s of thousands of 

music items. It is estimated that this represents less than 20% of the music that is currently 

available on CD. As digital licensing becomes commonplace, service providers will be hosting 

millions of tracks, and will need to implement personalised search facilities that takes into account 

the taste of the user and how the user listens to music. Unlike perusing a result set from a Google 

query where each page can be quickly scanned, audio files must be first (partially) downloaded and 

previewed in real time, requiring a much greater investment by the user. 

 

2.5 Search and Personalisation 

In this section we examine personalisation in the domain of multimedia, particularly music. To 

examine the issues we briefly look at how the search is conducted in the domain of text retrieval 

where content description is readily available. Figure 2.8 illustrates the main tasks carried out by an 

Internet Search Engine. Firstly, websites are ‘crawled’ using the web’s hyperlink structure. For 

each page encountered it extracts a list of words and associated values such as the position of the 

word on the page, the font, whether it is a heading or body text and its frequency in the page. The 

information extracted from each page is dependent on each search engine. In Google, for instance, 

each document is represented by a hit list which corresponds to a list of occurrences of a particular 

word in a particular document including position, font, and capitalization information (Brin & Page 

1998). The words and associated pages are indexed using the search engine’s weighting system. 

Different search engines employ different heuristics for weighting the features extracted from each 

document. Users can then search for documents by submitting words or combinations of words. 

The engine searches its index for these words and retrieves a ranked set of documents.  
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Figure 2.8: The feature extraction and indexing process used for Internet search engines 

The key point is that it is relatively easy to parse meaningful features from a text document and 

thus index the document for retrieval.  

 

2.5.1 Personalisation 

We can view some aspects of personalisation as a type of automated search strategy where the goal 

is to anticipate the user’s future requests based on an analysis of his/her previous behaviour. We 

therefore require content descriptors to construct a user profile, which is a representation of a user’s 

interests. User profiles can capture long-term or short-term interests, and are generated by 

analysing how the user makes use of the system resources. We discuss this subject in more detail in 

later chapters. 

 One means of generating a user profile is to analyse the content being viewed by the user 

and to extract key features which are then used to represent the user’s interests (see Figure 2.9). For 

instance, in the Fab system, Balabanovic & Shoham (1997) represent the user’s interest as a vector 

of words extracted from web pages the user has viewed. The user’s potential interest in a particular 

page is indicated by the similarity between the user profile vector and the vector of words 

representing the page. Similarity is calculated using the cosine rule (see  Equation 4.4). 
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Figure 2.9: Personalisation requires an analysis of the user’s behaviour in order to anticipate future possible 

requests 

2.5.2 Content-Based Music Retrieval  

Content-based music retrieval refers to retrieval systems where music is retrieved on the basis of a 

description of the content of the music, in a similar way to the text-based retrieval we have just 

looked at.  

 While words, the key semantic elements, of a text document are readily available within a 

document, it is a non-trivial task to extract features from an audio artefact (Foote 1999).   

There are two ways of assigning descriptors to audio content: 

1. Feature extraction using signal analysis 

2. Content mark-up using human analysis 

 

2.5.3 Automated Signal Analysis 

Audio retrieval using features from automated signal analysis has many techniques in common 

with image and video retrieval (Zhang et al. 1995). However, audio classification is defined by 

features of the human auditory system, and by the aural features which human beings consider 

meaningful. A wide variety of disciplines are involved in research on music retrieval such as signal 

processing, psychoacoustics, speech recognition, machine learning, semiotics, psychology and 

musicology. 

 In the case of automated feature extraction systems, Smoliar et al. (1996) suggest that there 

are two approaches to content-based retrieval of multimedia artefacts: “expression-based retrieval” 

and “semantic-based retrieval”.  

Expression-Based Retrieval 

In expression-based retrieval music artefacts are retrieved using a physical description, such as the 

frequency or amplitude of the waveform. Generally this is carried out using a Fourier analysis of 

the waveforms of the sound. With this technique the indices used are mean, variance, zero-
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crossings, auto-correlation, and histograms of samples/differences of samples. These metrics can be 

taken over the whole sample or on blocks of data. The description is generally of a low level, with 

features that are difficult, if not impossible, to interpret without expert intervention. Some 

researchers have focused on indexing audio using these features and neural nets (Feiten & Gunzel 

1994). Generally, a query by instance technique rather than a human level specification is used. 

However, the problem with this approach is that the neural net cannot (easily) provide an 

explanation as to what features are being used to determine similarity. 

 The psychoacoustic approach attempts to model how the human auditory system extracts 

desired information from the physical information. Researchers in this area have derived higher-

level acoustic semantics by testing psychoacoustic models on humans (Plomp 1976, Cook 1999). 

Thus the psychoacoustic approach to audio retrieval assumes an a priori model of how the physical 

audio data is structured. A seminal piece of work in this area is the Musclefish32 System (Wold et 

al. 1996) in which perceptual features, such as brightness, loudness, pitch, timbre and harmonicity, 

are used to index a sound file. A normalised Euclidean distance and the nearest neighbour (NN) 

rule are used to classify the query sound into one of the sound classes in the database. The 

developers of Musclefish suggest that the feature extraction process and representation is suited to 

retrieval of audio archives where the audio pieces are short such as the sound of gunshots, 

footsteps, glass-breaking or long homogeneous sounds such as the sound of rain or running water 

(SoundFisher 2001).  

 Longer or more heterogeneous audio pieces (like music) required detection of the transition 

between sounds (a segment), and a separate analysis of each segment (Wold et al. 1999). This 

means that analysis, representation and similarity calculation are considerably more complex. The 

MuscleFish technology is currently being used, not for personalisation purposes, but to counter 

piracy. The company was acquired by Audible Magic Corporation in October 2000 and is used in 

content detection software which can assign a unique fingerprint to each audio piece based on its 

perceptual characteristics. This is used to register an audio piece as the “original” and to detect 

pirated copies.33 The route taken by this company would suggest that extracted features are useful 

for the purposes of uniquely identifying a piece of audio, but not for the purposes of retrieval or 

classification where interpretability is important. Although the Musclefish system uses a Nearest 

Neighbour algorithm, the low-level feature representation, possibly over several segments of audio, 

would still be difficult to interpret. For example, Table 2.1 illustrates an example from Wold et al. 

(1996) of an analysis of male laughter. 

 

 

 

                                                      
32 http://www.musclefish.com/ 
33 http://www.audiblemagic.com/ 
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Table 2.1: Male laughter, duration: 2.12571 (Wold et al. 1996) 

Property Mean Variance Autocorrelation
Loudness -54.4112 221.451  0.938929 
Pitch 4.21221 0.151228 0.524042 
Brightness 5.78007 0.0817046 0.690073 
Bandwidth 0.272099 0.0169697 0.519198 

 

Other approaches to audio retrieval classification include research into how statistical pattern 

analysis on low-level features can be used to predict genre or instrumentation (Tzanetakis et al. 

2000, Grimaldi et al. 2003). These approaches attempt to bridge the gap between physical and 

psycho-acoustical features and features which have human level semantics attached to them. 

Semantic-Based Retrieval  

Smoliar & Wilcox (1997) suggest that the features used by the Musclefish system are not 

semantically useful for audio retrieval in which human beings have to input query descriptions. 

Drawing upon their own work in image retrieval they propose a higher-level representation using 

concepts such as context, form and content. This representation requires a priori knowledge such 

as, for example, whether a sound is a jazz recording (context).  In which case, it can be segmented 

on the basis of a particular style, for example, large combo versus small combo (form). Finally, the 

segments can be searched for particular acoustic motifs such as trumpet alternating with a 

saxophone (Smoliar & Wilcox 1997). The motivation for this research appears to be to increase the 

level of interpretability of audio representation. However, this comes with an increasing reliance 

on human input to develop models that correspond to how audio is perceived and used by people in 

the real world. 

2.5.4 Human Analysis 

Human analysis refers to any form of content mark-up that requires humans to input description. In 

the domain of music we observe that there are both formal and informal semantic systems to 

describe music. 

Formal 

Formal systems to do with music are based in the various disciplines such as music theory, music-

cognition, ethnomusicology and psychology. 

 Music theory concerns the structure or syntax of music. Its subject matter extends from the 

formation of scales and chords to procedures for the distribution of pitches in time such as 

counterpoint and twelve tone or serial operations to principles of musical form (Kerman 1986). 

 Music cognition is a branch of cognitive science which attempts to model the 

psychological/cognitive mechanisms underlying musical thought processes. A general principle of 

cognition is that the brain abstracts recurrent patterns from the environment and encodes them in 
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the form of schematic representations as a basis for future classification and comprehension. Music 

cognition research attempts to model these representations. Desain et al. (1998) provide a review of 

computational modelling of music cognition, suggesting that this research is hampered by a lack of 

any standard way to integrate, compare or evaluate differing models. 

 While Musicology is generally concerned with the history of western high art music, the 

field of ethnomusicology is much broader, considering non-western music, folk music and popular 

music. Ethnomusicology studies are anthropological in nature, examining music in relation to the 

society in which it is created. Research in folklore has a long-standing tradition of lyric analysis 

that has been extended to the lyric in popular music. Frith (1988) and Griffith (2003) provide an 

overview of this approach. Griffith addresses the problem of analysing lyrics outside the context of 

the music and suggests that analysis needs to address performance and song structural qualities in 

order to have a full understanding of the lyric.   

 In the field of psychology, Leonard Meyer’s seminal work on music interpretation 

elaborated a formal syntax of music by identifying musical elements like repetition (riffs, beats, 

verses refrains), delay (unresolved phrases, codas, stuttered delivery), and closure (refrains) as 

devices that may stimulate specific psychological feelings of anticipation and release in listeners 

(Meyer 1956). Keil (1994) has responded with a study that describes musical elements that 

stimulate bodily responses to improvised music.  While we might view these as semiotic 

approaches, which attempt to qualify listeners’ responses to cues in the musical ‘text’, other 

researchers view music as a part of the ‘social text’ in which musical structures reflect the socio-

political context in which it is created and heard (Shepherd 1991). This approach views music as a 

cultural artefact in which meaning is shaped by the larger ideological debates such as class, race 

and gender. 

 Each of the disciplines mentioned could be considered to have made a contribution to 

explaining music and its relation to the human subject, but in ways that cannot often be represented 

outside the bounds of that discipline itself. Even if representational structures were readily 

available, the formalisation and integration of knowledge about any piece of music would be a 

labour-intensive process. While these disciplines attempt an objective analysis of music, informal 

more subjective descriptions of music abound in terms of music reviews and everyday 

conversation. 

Informal 

We use the term ‘informal’ not in a negative sense but to describe the forms of music knowledge 

which are not based as part of an academic or formal framework. This is ‘word of mouth’ 

knowledge that most people are capable of sharing. This type of information is usually subjective, 

expressing likes and dislikes, perhaps characterising music in non-musical terms. Given that most 

people can be encouraged to voice an opinion, unlike formal systems this form of knowledge is 
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widely available.  Broadly, this knowledge is informed by the historical, social and cultural context 

in which an audio artefact is located and which contributes to the meaning and use value. 

 The key observation here is that a piece of music is not the sum of its structural parts. Since 

it exists (generally) as a cultural object as well as a physical object, it is also subject to less 

quantifiable human perceptions such as emotive power, aesthetic merit, social and cultural fashion 

and context-of-use. 

Informal forms of knowledge share the following properties: 

• Subjective aesthetic appraisals 

• Informal use of language 

o Description of music in non-musical terms (mood, emotive qualities) or actions i.e. 

(‘Music that is good to listen to when working’ or ‘music that is good to dance 

to’). 

o Description of music in terms of other artists (‘Radiohead are like U2’). 

• Determined by social relations, culture, fashion, age (See section below). 

 

Cook (1998) argues that social debate, discussion and participation are essential to the process of 

creating meaning out of music. One aspect of this is how music enables community. Cooke 

suggests that western musicology has lacked a proper analysis of how music is used to establish 

cultural and group identity. As a counterpoint he examines the interactive, communal musical 

traditions found in South African culture.  

 However, popular music in western culture has been responsible for defining meaning in 

several subcultures. Hebdige (1991) examines how music contributed to the creation of urban sub-

cultures like Punk in the 1970s. Rose (1994) studies Hip Hop as an expression of young black 

urban culture in the late 1980s.  While both Punk and Hip Hop refer to identifiable popular music 

forms, they also refer to a much greater set of socio-political elements such as fashion, politics, 

race and age.  Cavicchi (1998) presents an ethno-musicological study of how fans of Bruce 

Springsteen use his songs to shape identity and create community.  Cavicchi suggests that the fan 

has a deeply uneasy relationship with the music industry. Whereas fans of Springsteen’s music 

have a deep sense of personal commitment to the artist and his music, they are dependent on music 

labels for musical releases, artist information and access to the artist. They view the music industry 

as an obstacle rather than an enabler or a service provider. Cavicchi shows that the fans he studied 

disregarded the music industry, and created their own community-based information network using 

fan club newsletters, tape swapping and the Internet. 

 This aspect of cutting the music industry out of the loop has resonance with our earlier 

discussion on file-sharing networks. It is clear from Cavicchi’s interviews that Springsteen fans do 

not view music as a commodity or a service, but as an integral part of how they give meaning to 

their lives. We will suggest that on-line music systems will need to cater for the fact that music is 

part of the fabric of social discourse, and that instead of looking to promote industry-to-consumer 
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relationships as they are currently doing, an alternative would be to enable listener-to-listener 

relationships. 

2.5.5 Categories of Human Mark-up 

We have identified three categories of human-based mark-up. 

1. Inexpensive Meta Data: 

This refers to content descriptions which can be obtained inexpensively. Generally catalogue 

metadata is freely available through services such as the CD database (www.cddb.com), or from 

the provider of the music service. CD Metadata typically includes data such as artist name, label, 

release date, genre, contributing musicians. 

2. Knowledge Intensive Human Mark-up: 

This refers to any mark-up in which people provide a detailed analysis of the music artefact so that 

it can be retrieved from a content- or knowledge-based retrieval system. This can be based on a 

formal analysis or an informal analysis. An example of formal analysis would be the musicological 

mark-up applied to music using the Music Genome ProjectTM of SavageBeast Technologies which 

we describe shortly. 

The AMG’s music content database34 provides a mixture of formal and informal data: 

MetaData: title, credits, release date, label, studio 

Editorial Data: artist and album reviews, artist biographies 

Descriptive Content: styles, keywords, tones, themes 

Relational Data: similar artists, similar albums, roots and influences, other artists with 

whom the artist has worked. 

However such knowledge does not come cheaply. A single user license is quoted at several 

thousand dollars per month (AllMusic 2002). Generally this type of mark-up is labour and 

knowledge intensive. AMG, for instance, employ an editorial team of 900 writers to keep on top of 

the popular music scene. 

 

Distributed content gathering  

Several companies have addressed the issue of music mark-up by encouraging on-line users to 

submit their own descriptions of music. For instance, the AMG Company also allows visitors to 

their website to provide feedback on how they view the style of music of a particular artist or band. 

The descriptors offered are not musical but impressionistic describing moods, emotion and 

sensations (see Figure 2.10). 

                                                      
34 http://www.allmediaguide.com/data.html 
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Figure 2.10: AMG allows visitors to contribute content description to their site 

Moodlogic provides a content service for clients who wish to organise their music collection. The 

Moodlogic client encourages users to mark up their music collections by allocating them activation 

points. While a song is played the user is asked a series of questions about the song's genre, 

instruments, lyrics, energy level, and mood. This information is distributed to other users of the 

Moodlogic service. However, the mark-up process in Moodlogic is non-trivial, requiring the user to 

select from several screens of quite abstract description (see Figure 2.11).  

 

Figure 2.11: An excerpt from one of the screens offered to users by the Moodlogic client application 

3. Usage data: 

However, the most common and the easiest means of collecting music ‘mark-up’ in a distributed 

environment is by collecting user ratings. In this scenario users are simply required to rate a music 

item according to a numeric scale and these scores are then collected by the service provider (see 

Table 2.2). Ratings can be submitted explicitly or can be derived implicitly from the user’s on-line 

behaviour. This type of usage content is generally referred to as a ‘content-less’, in contrast to 

mark-up where clear semantics are attached. 

Table 2.2: The typical format of usage data 

 User A User B User C User D User E 
Song 1 0.8 0.2 - 1.0 0.8 
Song 2 0.2 0.8 0.6 0.4 - 
Song 3 0.6 0.4 0.2 - 0.8 
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2.5.6 ‘Content-less’ Retrieval 

Automated Collaborative Filtering (ACF), a technique we discuss in detail in Chapter 4, is 

considered to be a ‘content-less’ form of personalisation (Balabanovic & Shoham 1997). Despite 

this label, music items are marked up in terms of the ratings allocated by users (see Table 2.1). The 

distinction is made because there are no formal semantics associated with the ratings given for a 

particular music item. We would suggest that this distinction is not entirely accurate, and that rating 

data, although noisy, implicitly contains meaning with respect to how the music item is valued 

among a population of users. 

 For example, although rating data does not enable an explicit query formulation, it does 

facilitate user A to query the system for songs that have been highly rated by users B, C and D.  

The selection of users suitable for User’s A query is generally automated so the user’s query simply 

becomes a request for the n songs most suited to his taste. 

 The advantages of ‘content-less’ recommendation in music are considerable. The 

knowledge elicitation and maintenance problems of content-based retrieval are avoided. (There is, 

of course, the ‘cold-start’ bottleneck which we describe in Chapter 4). The subtle distinctions that 

people make when making aesthetic judgments are very difficult to encode as formal knowledge 

into a content-based system. ‘Content-less’ recommendation implicitly captures such judgements in 

the ratings set it elicits from each user. 

 

 

Figure 2.12: Three techniques typically used to procure description for retrieval of audio artefacts 

2.5.7 Knowledge Expense 

We have reviewed knowledge elicitation processes for audio such as automated signal analysis and 

techniques which require human intervention. These techniques require differing degrees of 
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knowledge engineering (see Table 2.3). Automated signal analysis can be classed as an expensive 

knowledge elicitation process.  As well as being computationally intensive, this technique produces 

low level features which require human-guided feature selection techniques or human 

psychoacoustic models in order to produce features for retrieval/personalisation purposes. 

Furthermore, the extraction of audio features is still a new topic of research with no standard 

methodology in place. Techniques which require people to provide content description vary in 

terms of knowledge elicitation expense. Knowledge-based techniques are expensive, requiring the 

expert advice of a team of editors. For instance AGM employ over 900 freelance and staff writers 

to keep their database up-to-date.35  On the other hand, acquiring Meta Data and Usage data are 

inexpensive techniques since the data can be obtained relatively easily. 

Table 2.3: The table illustrates the knowledge expense for each annotation method 

Knowledge Source Knowledge Source Knowledge Expense 
Automated Signal Analysis Machine and human analysis High 
Knowledge Intensive Mark-up Expert human analysis High 
Meta Data Human analysis Low 
Usage Mark-up Human analysis Low 

 

2.5.8 Review of Music Personalisation Systems 

Table B-1 in Appendix B provides a summary of the main players in the music personalisation 

services market. This appears to be a volatile market with several companies such as Mubu 

(mubu.com) and Gigabeat (gigabeat.com) going out of business in the past 2 years and another, 

Moodlogic, that has switched its service model. As we have shown in section 2.3.2, there have 

been few Digital Service Providers in the market until recently, and there is still much uncertainty 

about a working business model. This is an obvious factor for the difficulties for commercial 

growth in this area. 

 The first two companies we review employ the concept of music ‘DNA’ to suggest the 

unravelling of a unique set of attributes for music artefacts. This is a popular metaphor in this 

domain and is used by the CantaMetrix Company for its ‘MusicDNA’ technology, which is used to 

recognise pirated music, and by RealNetworks for its ‘Helix’ music delivery platform. 

 

SavageBeast Technologies 

SavageBeast technologies offer a content-based recommendation system which is powered by their 

proprietary Music Genome ProjectTM. This project involves building a database by manually 

marking up music tracks using expert human knowledge. Each track is analysed along 400 

attributes – some of which are musicological (lyrics, instrumentation, compositional qualities) and 

others which are popular, informal attributes. SavageBeast state that they do not use automated 

                                                      
35 http://www.allmediaguide.com/data.html 
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feature extraction techniques. The process is labour intensive as the company claims that each song 

is marked up by at least one of their music analysts. 

Music Genome  

The music recommendations service offered by Music Genome is based on research carried out in 

Stanford University and the Hebrew University in Jerusalem. Music is analysed using a 

“proprietary set of objective measurements” and assigned a “music DNA marker”. The Music 

Genome is able to build a profile of users by having them rate some music tracks. The profiling is 

based on “research in artificial intelligence and music cognition”. Although the company profile 

does not describe their technology, the last published research of the founders involved modelling 

the cognitive processes of a performing musician using symbolic and sub-symbolic logic (Gang et 

al. 1999). However, Music Genome does not appear to be active. The last press reports we could 

find (February 2001) suggested that Music Genome Software was being tested by Tower Records 

in Israel. We include the company here as the only example of a personalisation solution that 

claims to use some elements of music cognition. 

MediaUnbound 

MediaUnbound is based in Cambridge, Massachusetts and counts as an advisor, Patti Maes, one of 

the founders of the Firefly network and the Ringo music recommendation system (which is 

discussed in Chapter 4). MediaUnbound uses ‘content-less’ and content-based recommendation 

strategies. Their content representation involves manually building maps that correlate how close to 

each other various artists, sounds and songs are. Their core services are a song characterization 

system, a personalisation system, a selection engine and a playlist arrangement engine.  

MediaUnbound’s personalisation session is novel in that asks users to answer questions as well as 

provide ratings.  

• If you were talking with a friend how you would describe your music preferences? 

• What is your opinion of FM radio? 

• What styles of music do you like? 

• How familiar do you want your music? 

• What phrases best describe your chosen style 

Users are then offered a selection of individual songs and groups of songs to rate.  

 Although each question is posed separately, the questioning order is the same for each user 

so the personalisation strategy cannot be really classed as belonging to the conversational systems 

we review in the next chapter (Aha et al. 2001). MediaUnbound also provides a playlist 

arrangement engine which can arrange songs into playlists using heuristics proposed by their 

content editors. In May 2002 the company signed a deal to provide recommendation services on the 

PressPlay music service. 
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AgentArts 

AgentArts sidestep the content issue by providing a general API for music recommendation and 

music management using content-less techniques and user profiling. The type of content 

description used is dependent on the implementer of the API. The demonstrations on the AgentArts 

site use simple music metadata and user demographic information. The AgentArts engine allows 

user preferences to be clustered into ‘styles’ which are described extensionally (see Figure 2.13). A 

similar technique is described in Clerkin, Hayes & Cunningham (2001). 

 

 

Figure 2.13: User preferences represented extensionally in the AgentArts software 

 

In the next section we introduce the basic functionality of the Smart Radio system. In Chapter 5 

and Chapter 6 we will describe the personalisation techniques used in Smart Radio. 

 

2.6 Introduction to Smart Radio 

In this section we introduce the main features of the Smart Radio system, a system for personalised 

music delivery that has been in operation in the Computer Science Department, Trinity College 

Dublin since 1999. We will not go into great detail in this section as most of these aspects are 

discussed in more detail later in the thesis. 

 Smart Radio, although a prototype system, was the first personalised music service that 

demonstrated streaming playlists of music as a viable means of distribution (Hayes 1999, Hayes & 

Cunningham 2000). Our design goal was to provide a personalised service of streaming music 

using a recommendation system to suggest suitable compilations of music to listeners. The Smart 

Radio approach is to have people manage their music resources by putting together personalised 

music playlists. These playlists can then be recommended to other listeners using a combination of 

content-less and content-based recommendation strategies.  

 

2.6.1 Streaming Service 

The advantage of streaming a playlist is that it allows a programme of music to be delivered 

immediately. Putting together a compilation of music requires some effort and knowledge on 

behalf of the user. By making recommendations of playlists rather than music tracks we distribute 

this work to other members of the community. 
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 Smart Radio recommendations are not anonymous. An early design goal of Smart Radio 

was to encourage social processes rather than replace them. We can see from the screenshot in 

Figure 2.14 that users can view the creator of each recommended playlist. Users can also choose to 

receive new playlists from other users that they nominate as trusted sources. The Smart Radio 

architecture is designed to allow users to build playlists as easily as possible, and automatically 

receive playlists from like-minded listeners in a seamless, transparent fashion. This facility 

encourages community participation by allowing users to know who their most consistent 

neighbours are. 

 

 

Figure 2.14: A screenshot of a Smart Radio home page 

 

2.6.2 Features 

Recommendations 

Smart Radio users receive recommendations from listeners who share aspects of their taste in 

music. This is the basis of automated collaborative filtering (ACF), a ‘content-less strategy’, which 

we will review in detail in Chapter 4. The recommendation strategy used in Smart Radio also uses 

a content-based technique to make recommendations that are sensitive to the user’s short-term 

listening interests. The content-based technique we use is case-based reasoning (CBR) which we 

review in Chapter 3. Recommendations are presented to the user as soon as they log in to the 

system. By default, the top recommendation is presented in the right most display panel. Users can 

scan the contents of each playlist quickly by clicking on the name of the list. 
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Playlist Organiser Panel 

The main Smart Radio panel is shown in the left-hand side of Figure 2.14. It gives the user access 

to the following features: 

Playlist Search: users can search the playlist database by artist, genre or track name. Each search 

can have up to three search criteria. For example, a user could search for a playlist that contains the 

genres, ‘folk’, ‘jazz’ and ‘blues’. The system will return the playlists in the system that best meet 

these criteria. 

Your Playlists: This facility allows a user to view and retrieve the playlists he/she has played in 

the past. 

Top Ten: The top ten playlists are calculated using a sliding window counter over the previous 7 

days. The count is a reflection of what playlists are being used by users other than their creators. 

For example, a user who plays his/her own playlist repeatedly will have no effect on the top ten. 

Neighbours: This feature allows the user to select users whose new playlists he/she wishes to 

view. As we will discuss later in this thesis, the ACF recommendation strategy will not recommend 

items that have not been rated by other users. By selecting ‘trusted’ neighbours, the user bypasses 

this problem.  He/she will always have access to new playlists created by these neighbours. 

New Playlists: The feature allows users to view the new playlists created by their selected 

neighbours within selected time intervals. 

Preferences: Users can specify the preferred proportion of new items they would like to receive in 

each playlist. 

 

 

Figure 2.15: Smart Radio playlist options 

Playlist Options  

As Figure 2.15 illustrates, the user has a number of options when he/she displays a Smart Radio 

playlist.  Firstly, he can choose to play it,   . By choosing the edit icon   a user can adapt the 

playlist to his/her taste. Or they can instruct the system to find more playlists similar to this playlist 

( ). Finally, if the playlist is a recommendation, they can reject it by choosing the  icon. The 

user can also get an explanation as to why the playlist was recommended by rolling over the (why?) 

text.   

Player controls 

The player controls are permanently located at the top of the Smart Radio page. The panel on the 

right will indicate the status of the player (opening a playlist, buffering a song file, or as shown in 

Figure 2.16, the title and artist of the song current playing). The control panel on the left allows the 
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user to stop, pause or fast forward/rewind any current song. The user can also quickly adjust the 

overall volume from the system. 

 

 

Figure 2.16: Smart Radio controls 

2.6.3 Editing a Playlist  

The Edit mode  of Smart Radio allows the user to modify a previously existing playlist or build 

a new playlist from scratch. When editing a playlist, users can remove, replace and change the 

position of tracks. 

 

 

Figure 2.17: A playlist in Edit mode 

 

Adding/replacing tracks 

The artist-replace icon  and the genre-replace  icon allow users to quickly replace 

individual tracks. By Clicking on the artist-replace icon, the music track to the left of the icon can 

be replaced with another track by the same artist. By clicking on the genre-replace icon, the music 

track on the left of the icon can be replaced with another track by the same genre. A single click on 

one of these icons will remove the track to the left and, at the same time, bring up the search pop 

up window from which the user can choose from a selection of replacement tracks either by the 

same artist, or within the same genre. For example, clicking on the artist-replace icon beside the 

track ‘This Years’s Love – David Gray’ in Figure 2.17 will create the two windows shown in 
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Figure 2.18 below. The slot left by the removed track can be filled by clicking on one of the tracks 

offered in the search window. 

 

Figure 2.18: Choosing the artist-replace icon to remove one David Gray song and replace it with another 

Additionally, users can find music tracks to add to a playlist using the ‘Search Tracks’ button 

 shown in the right of the window in Figure 2.17. Clicking on this button will 

bring up a search window that will allow users to search for tracks by genre, artist or track name. 

As before, clicking on the track will add it to the current playlist. 

Naming the Playlist 

Once the playlist contains ten tracks the user is prompted to name it and set it to play. By default, 

the system assigns a playlist name consisting of the user name and the date and time. Many 

listeners choose to nominate much more colourful titles. 

Audio Samples  
When compiling or editing a playlist a user can choose to hear a 30 second sample of any song by 

clicking on the music sample icon .  

2.6.4 Rating Items or Artists 

Users can rate music tracks on a scale of 1 to 5 by clicking on one of the ‘smiley’ icons shown next 

to song titles in Figure 2.14. Users can rate an artist at any time by clicking on the artist name when 

it appears in a playlist. This activates the artist-rating pop-up window (see Figure 2.19). 



 

 
50

 

Figure 2.19: The artist rating pop-up box 

2.6.5 Smart Radio Music Library 

Smart Radio contains 4131 tracks from 333 artists. The tracks were ripped into mp3 format from 

the personal CD collections of colleagues and friends. The tracks are marked up with simple meta-

data tags (artistName, album, genre) extracted during the ripping process. This data was taken from 

the CD database (www.cddb.com). There are 23 genres represented in the database, not in equal 

proportions. Given that the information in the CD Database is provided voluntarily, many of the 

genre tags were inaccurate. By inspection we re-labelled about one quarter of the songs. We also 

created a new ‘songwriter’ genre which characterises solo songwriters who did not fit comfortably 

into rock or the folk genre. Indeed, genre is a very rough way of classifying music. Many artists do 

not fit well within the genre assigned to them and we could have split many genres into sub-genres 

to capture the nuances of an artist’s style.  However, we decided that this process would ultimately 

be unending, and to work with ‘light’ representations we could glean from the music files.  

2.6.6 Copyright 

In Ireland, the Irish Music Rights Organisation (IMRO) administers the performing rights 

copyright for music on behalf of its members. Music users such as broadcasters, venues and 

businesses must pay for their use of copyright music by way of a blanket licence fee. Performing 

rights agencies, such as IMRO, operate in given geographical regions to collect these fees and 

distribute them to the copyright owners involved. The monies earned by copyright owners in this 

way are known as public performance royalties. Performing copyright is separate to mechanical 

copyright and recording copyright which we have mentioned earlier in the chapter. 

 In 1999, we approached IMRO about obtaining a licence to operate an ‘experimental 

Internet-based radio system’. However, they had no licensing strategy in place for web casting. 
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Instead they suggested that we ‘broadcast’ only within the confines of the department, and as such, 

they would waive the licensing issue. However, within 12 months the Napster network was forcing 

copyright agencies to take a hard stance on digital media. Had we approached them after this point, 

it is probable we would not have gained permission, although informal, to operate. 

 In fact the whole issue of web casting is a vexed one. We were quite naive in believing that 

a single performing rights licence fee would allow us licence to operate. In fact we should have 

approached each record label represented in our music database in order to license the individual 

music tracks. Since the labels at this stage had not decided on digital licensing or distribution 

models, it is unlikely we would have succeeded. Furthermore, we should have also approached the 

national mechanical copyright organisation for a license. In order to generate smooth playback of 

incoming streams, a computer temporarily buffers some of the data in memory. Music publishers 

have stated that the data in this buffer should be considered a physical creation that would require 

web-casters to pay a mechanical royalty, similar to what they pay for downloads or CDs.   

The research described in this thesis has only been possible because Smart Radio has 

operated ‘under the radar’ for the past few years. The stringency which is being applied to music 

licensing today is a reflection of the issues at stake for all sectors of the music industry. However, it 

is unlikely that research projects like Smart Radio could be initiated today with these licensing 

restrictions. 

DRM 

When we started this project, digital rights management for audio was nonexistent. We chose to 

use streaming media because it allowed us to pursue the metaphor of personalised radio but it also 

allowed us to avoid the problem of users downloading all our music files at once and never 

returning.  Our streamed audio is not encrypted, so it is not piracy proof, although DRM protected 

streams are regularly compromised.  A stream can be saved to disk with the right tools and a little 

know-how. However, we feel that it is easier to download a file from a file-sharing network than it 

is to hack a Smart Radio stream. 

2.7 Conclusion 

In this chapter we have reviewed the issues involved in the on-line distribution of music. We see 

that the file-sharing networks have created a crisis for the music industry by setting up a distributed 

distribution network that does not pay the industry for its ownership of copyright. The industry 

faces another obstacle in the sceptical attitudes of its consumer base who feel that they have been 

overcharged for years.  We argue that the file-sharing networks are attractive not just because they 

offer the largest selection of music available anywhere, and for free, but because they are outside 

the influence of the media conglomerates who dominate the industry. In the US, the RIAA 

representing the music industry is doing irreparable harm to the credibility of the industry by 
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pursuing individuals for breach of copyright. Adding to this is a recent court settlement in the US 

which found the major record companies guilty of price fixing.  

 We suggest that rather than attempting to position themselves as on-line retailers with zero 

credibility, they re-examine what has made file-sharing a popular enterprise. The architecture of 

Smart Radio offers a compromise arrangement.  It enables users to swap playlists of music with 

each other in a transparent manner. From the service provider’s point of view, such an arrangement 

would fit neatly into the architecture of a system such as Listen.com’s Rhapsody system. Thus 

media owners could take on the role of content provider, licensing content to independent music 

services/retailer. 

 Playlists are swapped in Smart Radio using personalisation techniques, where the system 

learns the preferences of the user. We have seen that there are two types of personalisation 

techniques – ‘content-less’ and content-based. We suggest that the distinction between the two is 

not so apparent. Content-based techniques for music are difficult to build because of the knowledge 

elicitation bottleneck. Mark-up must be automatically extracted using signal analysis or based on 

human analysis. We see that there are roughly two types of human analysis – one which uses 

formal metrics and another which use more subjective, informal metrics. ‘Content-less’ techniques 

belong to the latter category, making use of subjective user ratings to mark-up music. Although less 

immediately interpretable than content-based mark-up, rating data has an advantage in that it is 

generally easier to acquire than content-based mark-up.  

 In the next chapter we examine Case-Based Reasoning as an example of a ‘content-based 

strategy’ for making personalised recommendations. In Chapter 4 we will contrast this with 

Automated Collaborative Filtering, a ‘content-less’ strategy. 
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Chapter 3: Case-Based Reasoning 

Case-based reasoning (CBR) is a problem-solving paradigm that is in many ways different from 

other AI approaches. Traditional AI approaches rely on general knowledge of a problem domain, 

and tend to solve problems on a first-principles, or ‘from scratch’ basis.  CBR systems solve new 

problems by utilising specific knowledge of past experiences, and this knowledge is encoded 

within a corpus of previous problem-solving episodes called a case base.  Another important 

difference is that CBR supports incremental, sustained learning, since a new experience is retained 

each time a problem has been solved, making it available for future problems. 

 CBR has proven itself to be a methodology suited to solving weak theory problems, that is, 

problems where it is difficult or impossible to elicit first principle rules from which solutions may 

be created. In such domains, it is an attractive reasoning alternative to rule-based systems because 

of the potentially lower knowledge engineering costs (Cunningham 1998). As a result, it is a 

reasoning methodology which has been successfully used in a variety of academic and industrial 

applications. Areas to which it has been applied include  

• Classification  

• Diagnostic tasks 

• Configuration and Design  

• Planning 

• Decision Support  

• Information Retrieval 

• Personalisation 

CBR has found increasing application on the Internet as an assistant in e-commerce stores, as a 

reasoning agent for product configuration and as a strategy for user personalisation. An example of 

the latter is case-based user profiling in which the interests of the on-line user are captured and 

used to make recommendations based on the similarity of the profile to items such as TV 

programmes (Smyth & Cotter 1999 a,b), job descriptions (Bradley et al. 2000) or flight offers 

(Coyle et al. 2000).  In this chapter we review CBR, with an emphasis on how it is used in on-line 

applications.  

3.1 Roots of CBR: AI and Cognitive Science 

From the beginning, AI research (Turing 1950, Minsky 1961) has attempted to replicate human 

problem-solving competence in machines. While such reasoning is often associated with chaining 

generalised rules together, CBR involves reasoning from a memory of stored cases which record 

prior specific episodes.  
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A case-based reasoner solves new problems by adapting solutions that were used 

to solve old problems (Riesbeck & Schank 1989) 

CBR studies have their roots in research in cognitive science. The work of Roger Schank is often 

held to be a significant starting point (Schank & Abelson 1977, Schank 1982). Schank 

hypothesised that our general knowledge about situations is recorded in the brain as scripts, which 

allow us to set up expectations and perform inferences. According to this theory, a person when 

faced with a new situation firstly attempts situation assessment in which the key features of the 

new situation are extracted. The retrieval of the appropriate script is then attempted. The script 

needs to be indexed in a way that it can be accessed using the features describing the new situation. 

Finally, the script may be adapted to cater for the specifics of the new situation. However, later 

findings showed that this is not a complete theory of memory representation (a person may mix 

scenes from similar situations, e.g. going to a doctor's office and going to a dentist's office).  

The key point is that CBR is based on the reminding of similar prior episode/s to solve a current 

problem or classify a situation.  

3.2 CBR Knowledge 

This problem-solving strategy is dependent on two tenets. The first is that the world is a regular 

place in which similar problems have similar solutions. The second is that the world is a repetitive 

place in which similar problems tend to recur. Instead of attempting to model the causal 

interactions that define a particular domain, the idea in CBR is to retrieve and adapt cases when 

solving new problems. We illustrate this in Figure 3.1 where SP represents a specification of a 

problem, SL is a solution to that problem and FP is some hypothetical First Principles reasoning 

that would infer the appropriate solution for the problem description SP. The idea in CBR is to 

avoid having to model this First Principles reasoning by retrieving a case with a similar description 

SP' instead and adapting the solution to that case (SL') to fit the problem at hand. The implication is 

that this retrieval and adaptation process is easier to implement than deriving First Principles by 

which to solve the problem. 



 

 
55

 

Figure 3.1: The transformation mappings used in CBR 

 Thus CBR is often credited with providing an alternative solution to the intensive 

knowledge engineering requirements of rule-based or model-based systems. However, for this to 

hold true the knowledge engineering involved in building a case base must be low. In many 

situations case data can easily be obtained. This might be in the form of problem-solving episodes 

recorded in diagnostic logs, or in the form of catalogue or configuration data. In such situations a 

CBR system can be much more quickly deployed than a rule-based system. However, where the 

development of a CBR system also involves a deep analysis of the domain in order to produce a 

case base, the advantage of CBR over knowledge intensive strategies is not so obvious. Despite 

this, it could be argued that in many situations only a CBR approach is viable. This occurs in ‘weak 

theory’ domains where it is difficult or impossible to elicit first principle rules from which 

solutions may be created.  In such domains human experts would typically reason from precedents 

rather than from first principle.  

 CBR is a lazy learning technique (Aha 1997b), deferring reasoning until query time. This 

makes it suited to domains where the case base is being added to or edited frequently and where it 

would be difficult to create a model that accurately reflected the state of the changing environment. 

3.2.1 Knowledge Containers 

In rule-based systems knowledge is encoded in the causal relations specified by each rule.  Richter 

(1995, 1998) defined four ‘containers’ which hold the knowledge used in a CBR system. 

1. Vocabulary knowledge consists of the semantic components describing the domain that 

can be manipulated by a reasoning system. 

2. Case Knowledge consists of the ‘problem’ episodes or instances represented as cases that 

can be used to solve similar problems in the future. 

3. Similarity Knowledge represents the similarity measures which are used to match cases in 

a particular domain. 
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4. Adaptation Knowledge is knowledge used to adapt the solution of the matching case for 

the target problem. 

Richter suggests that CBR’s advantage is due to the fact that while vocabulary, similarity and 

solution knowledge must be structured and encoded during compilation time, the knowledge 

contained in the cases is not generalised to form rules, but instead lazily invoked at query time. 

 Figure 3.2 illustrates the knowledge containers involved in the earlier example. We also 

show in this example that CBR can be viewed as exploiting the relationship between two different 

types of similarity: the similarity used in the problem space and the similarity used in the solution 

space. Whereas similarity knowledge in the problem space is relatively easy to engineer, 

‘similarity’ in the solution space may be based on solution knowledge which may be difficult to 

model. We will discuss this issue more concretely when we discuss the CBR reuse phase. 

 

 

Figure 3.2: The knowledge containers used in the CBR process  
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3.3 Methodology 

The CBR methodology is often expressed in terms of a runtime cycle that contains four key phases 

(Aamodt & Plaza 1994).  These are known as the four Rs (see Figure 3.3).  

 

Figure 3.3: The CBR-Cycle from Aamodt and Plaza (1994) 

Retrieve the most similar cases. 

Reuse: solve the new problem using the knowledge and information in the retrieved cases to 

solve the new problem. 

Revise: evaluate the suggested solution. 

Retain the parts of this experience which can be used to solve new problems in the future. 

 

The four Rs describe the naive view of CBR at runtime. This model is useful in that it partitions the 

issues involved in designing a CBR system. However, as we shall discuss in the sections below, 

each phase receives different degrees of attention in applied CBR. The retrieval phase, for instance, 

is generally considered to be the most important as problem solving relies upon finding similar case 

descriptions in the case base. The reuse phase is problematic in that it relies upon first principles in 

order to adapt solutions. The revise phase receives little attention and is often considered an 

extension of the reuse phase. The retain phase is often not engaged at runtime. This is the learning 

phase of CBR and many of the techniques employed are carried out off-line. We will discuss each 

phase in more detail in the following sections. 
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3.4 Case Representation, Similarity and Retrieval 

3.4.1 Case Representation 

A case is a representation of a particular situation or instance. Unlike a generalised rule, a case 

records several features and the specific values that occurred in that situation, and is independent of 

other cases in the case memory. As we have suggested, it typically consists of two components: a 

specification part and a solution part. The specification part consists of a set of attribute value pairs 

that should uniquely define that case and be sufficient to predict the solution for that case. In many 

situations, a flat attribute value list is adequate for case representation. Table 3.1 illustrates a simple 

flat case from the travel case base (Lenz 1993). The solution in this context is the Hotel field. 

However, a case does not always need to specify a solution. For instance, a case describing a 

product configuration may be a solution in itself. 

Table 3.1: An example of a flat attribute-value case representation from the travel case base 

Case Journey149 
HolidayType: Recreation 
Price: 922 
NumberOfPersons: 3  
Region: BlackForest 
Transportation: Car 
Duration: 7 
Season: August 
Accommodation: ThreeStars 
Hotel: Berghotel Kandel, Black Forest 

 

 Representations other than the flat feature vector are possible. Lenz et al. (1998) use a free 

text representation to represent text-based documents. The NaCoDAE system of Aha et al. (2001) 

uses a list of questions and answers for each case instance. Object-oriented representations are 

generally used for complex or structured case knowledge. In such a representation, a case consists 

of a set of attribute objects which in turn have their own set of features objects. The object-oriented 

structure of the CASUEL case representation language is an example (Manago & Bergmann. 

1994).  While such representations allow taxonomic relations and inheritance features to be 

modelled, similarity computation and retrieval are accordingly more complex (Bergmann & Stahl 

1998). Gebhardt (1997) provides a review of such structured case representations. Sanders et al. 

(1997) argue that a case should be represented as a graph structure, that is, as a set of nodes and 

arcs which allow the relations between objects in a case to be fully modelled. We will concentrate 

on the feature vector representation in this chapter since it is the most commonly used and the most 

pertinent to our domain. 

3.4.2 Similarity and Retrieval 

Retrieval is a key issue in CBR research.  It rests upon the idea of a similarity measure which is a 

function to compare two cases. Similarity is not an absolute notion but is always dependent on 
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what the similarity between two cases is used for. This is referred to as the utility function of the 

domain (Althoff & Richter 1999). Very often similarity is calculated as an inverse function of 

distance. 

If we consider two feature vectors X = (x1,… xi,… xn) and Y = (y1,… yi,… yn). There are two 

aspects to similarity 

• Local similarity: simAi(xi,yi) which  refers to similarity at the feature level. 

• Global similarity: which similarity refers to overall similarity at the case or object level. 

The global similarity function is an amalgamation function of the local similarity measures.  

Equation 3.1 

sim(X,Y) = F(simA1(xi,yi)… simAn(xi,yi)). 

 

For real valued attributes this amalgamation function may be the same across all attributes, such as 

in the city block measure (see Equation 3.2) 

Equation 3.2 
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or a weighted function such as weighted Euclidean distance (see Equation 3.3). 

Equation 3.3 
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In both these cases the local similarity measure, simAi(xi,yi), is the absolute difference i ix y−  

which is a symmetric measure. 

 However, local similarity functions may be more complex. For example, with real valued 

attributes similarity can be an asymmetric function of the difference between attribute values. Stahl 

(2002) illustrates this with a simple example in the domain of PC sales where each case represents 

a computer configuration (see Figure 3.4). In the example, Q is the query specification and C the 

target case, which each have three attributes: Price, CPU-Clock and CD Drive. The local similarity 

measure for the price attribute is an asymmetric ‘less is perfect’ function where the optimal 

similarity score is achieved for that attribute if the target price is less than the price specified in the 

query. Contrary to this, the local similarity score for the CPU-Clock is a ‘more is perfect’ function 

where the optimal score is that achieved if the target CPU is greater than that specified by the 

query. Up to this point we have talked about real valued attributes; the CD Drive is an example of 

attribute whose type is an unordered symbol. For such types, similarity is defined by hand and 

encoded into a similarity table (see Figure 3.4). On the other hand, the similarity relationship 

between ordered symbols (a taxonomy, for instance), can be encoded into a tree or graph structure 
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where similarity is a function of the distance between nodes (Bergmann 1998). We will give an 

example of this later in this chapter in relation to the CASPER system. 

 

 

Figure 3.4: Defining similarity measures for the domain of PC sales (from Stahl 2002) 

Weighting 

The amalgamation function for this domain is a weighted average of the local similarity measures. 

Equation 3.4 

Sim( , ) sim( , )i i iQ C w q c= ⋅∑  

The weight attached to each attribute is an indication of its relevance. Since k-NN is very sensitive 

to the presence of irrelevant or noisy features, it is important to lower the weight for these features. 

Automatic learning of feature weights is a well established topic in machine learning and CBR 

(Wettschereck & Aha 1995).  Introspective learning of feature weights, for instance, is a technique 

which monitors the problem-solving performance of the reasoning system in order to increase or 

decrease the weights of selected case features. This technique has been used to determine weights 

for each feature in each case in the case base (Bonzano et al. 1997). Feature weighting has recently 

been linked to the notion of utility, a term which refers to the context in which similarity is used 

(Bergman et al. 2001). 

 For instance, one aspect of utility is that it is dependent on the preferences of the user 

conducting the search. Thus feature weighting should reflect those preferences. This is particularly 

pertinent for e-commerce situations where the user may have specific ideas of which features are 

important. In the example above, price has the greatest weight. However, another on-line user may 

want the highest CPU-clock speed possible at all costs. Stahl (2001) describes how user-specific 

weights can be learned based on how the user perceives the correct ordering of a retrieved set of 

cases. In Chapter 5 we will describe how we set feature weights on the fly in Smart Radio based on 

the composition of the target playlist. 

Retrieval 

The Retrieval step is fundamental to CBR. While a database’s search uses equality to find matching 

records, retrieval in CBR uses a search for the nearest neighbour. There are different approaches to 
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retrieval which depend on the case representation, the complexity of the similarity computation and 

the size of the case base. We can divide these approaches into three categories:  

• k-Nearest Neighbour 

• Index-based approaches 

• Database approaches 

k-Nearest neighbour 

The k-Nearest Neighbour approach (k-NN) involves defining a similarity measure (such as shown 

in Equation 3.2 or Equation 3.3) so that two cases can be compared for similarity. Retrieval 

proceeds by sequentially comparing the query case to each case in the case base, and returning the 

k most similar cases. The solution of the target case can be constructed from the solution 

information in the k-nearest neighbours. If the solution is a class, for instance, majority voting 

could indicate the class of the target query. The key advantage of k-nearest neighbour is its 

simplicity. It does not require additional indexing structures to be created for retrieval and the case 

base can be incrementally extended without recompiling the memory structure. Furthermore, any 

metric can be used to measure similarity. The major drawback is its scalability. Retrieval time 

increases linearly with the size of the case base. Thus k-NN is unsuited to domains (such as an e-

commerce store) where there may be thousands of cases and where query response time is 

important. 

Index-based retrieval 

Index-based retrieval involves pre-computing indexes which allow rapid access to the portion of 

the case base most similar to the target query. The most commonly used indexing technique in 

CBR is the k-D-tree (Bentley 1975, Wess et al. 1993) which is typically a binary tree in which the 

maximum depth is the number of attributes used in retrieval (k) (However, if an attribute is 

represented more than once the depth of the tree will be greater than k). 

 The key idea of this approach is to build a tree which splits the search space into a number 

of parts which contain similar cases according to the similarity metric. The root node of the tree 

contains all the cases in the case base. Each inner node of the tree represents a subset of the case 

base which is further portioned into disjoint subsets. Each node contains the bounding values for 

each attribute. Figure 3.5 gives an example of a k-D-tree for a case base in which each case has two 

attributes, A1 and A2. This example is taken from Wess et al. (1993). 
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Figure 3.5: An example of a k-D-tree for CBR (from Wess et al. 1993) 

 The key issue in building a k-D-tree is choosing the indexes which will split the case base 

as efficiently as possible. The root node is assigned to the attribute which best partitions the case 

base into two equal parts. This process is continued recursively until a few cases are left which are 

stored together at the leaves. The determining of the partitioning attribute is crucial to improving 

retrieval efficiency with this approach. The partitioning of the search has to reflect the structure and 

density of the case base. Wess et al. (1993) use inter-quartile distance as a partitioning measure 

which is a statistical measure which can be used to reflect the distribution of the instances with 

respect to the similarity measure being used. Quartiles split a given distribution into four equally 

sized areas. The inter-quartile distance is taken as being the distance between the first and the third 

quartile. Thus, during tree building, for each partition the attribute with the greatest inter-quartile 

distance (based on the similarity measure) is selected as the most discriminating available.  

 Another partitioning measure that can be used is Entropy (Quinlan 1986, 1993), which is a 

measure of  the impurity of an arbitrary collection of examples. It is given by 

Equation 3.5 
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where S is the set of instances, c is the number of possible classes and pi is the proportion of S 

belonging to class i. If S has equal proportions of each class, entropy is 1. If S contains only one 

class, then entropy is 0. Information gain is the expected reduction in Entropy caused by 

partitioning the case base (S) according to a particular attribute.  In decision tree algorithms such as 

ID3 (Quinlan 1986) or C4.5 (Quinlan 1993)  attributes with high information gain are chosen to act 

as indexes higher up the tree. The disadvantages of using information gain are that the distribution 

is not measured with respect to the similarity function on which the retrieval is based, and it 

requires each case to have been assigned a class label which may not be appropriate for certain 

domains. 
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 While Indexing does significantly speed up retrieval it does have some disadvantages. D-

trees in general do not handle problems with missing values very well. There are also some 

limitations to the types of similarity function that can be used (Wess et al. 1993). The tree will have 

to be rebuilt from scratch when new cases are added. In Section 3.8.4 we examine indexing again 

for systems in interactive CBR in which missing values are a standard part of operation. 

Database approaches 

Another approach to retrieval is to build a CBR system on top of a relational database (Shimazu et 

al. 1993, Schumacher & Bergmann 2000).  This technique uses a two-stage retrieval in which a 

wide net search is performed by querying the database, after which a similarity-based retrieval is 

carried out on the returned result set. This type of retrieval assumes that cases are evenly 

distributed across the n-dimensional attribute space, and that a weighted average is used for the 

global similarity metric.  Figure 3.6 illustrates Schumacher & Bergmann’s (2000) implementation 

which uses a series of query relaxation stages (illustrated by the grey rectangles around the query 

point Q) to extract candidate cases from the databases. Query relaxation involves making a series 

of SQL queries to the databases and calculating the similarity of the returned cases. This is repeated 

until ‘sufficient cases’ have been retrieved.  

 The k most similar cases lie within a kind of hyper-rhombus in n dimensional space 

(illustrated in 2 dimensions by the dotted line in Figure 3.6) whose size is determined by the least 

similar of the k cases. The goal is to approximate the similarity-rhombus using the rectangular 

SQL-queries.  The rectangular ‘rings’ around the query are increased until k cases are retrieved. 

 

Figure 3.6: Query relaxation 

The key issues for this type of retrieval are the SQL query formulation stage, which must initially 

retrieve all possible matches, and the choice of stopping criteria. 

 This technique has the advantage that the database representation does not have to be 

duplicated by the case base memory. Instead, candidate cases are retrieved from the database on a 

query basis and k-NN retrieval performed. Furthermore, this type of retrieval can be performed on 

any database. However, if the SQL query formulation is not handled correctly, sufficiently similar 

cases may not be retrieved from the database. If the query relaxation ‘ring’ is too large, too many 
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cases may be retrieved resulting in a slow second stage (k-NN) retrieval. On the other hand, if the 

‘ring’ is too small it will result in too many consecutive SQL queries. 

3.5 Reuse 

Once a matching case (or an ordered set of matching cases) is retrieved, the next stage in the CBR 

cycle involves reusing the solution(s) of the retrieved case(s). In many CBR systems the solution to 

the target problem can be taken unchanged from the most similar retrieved case. If the problem is a 

classification problem, majority voting can be used to provide the class. In other instances the 

solution of the retrieved case must be adapted to the requirements of the target specification. As we 

illustrated earlier, CBR makes use of the relationship between the problem space and the solution 

space. Typically the adaptation stage employs a set of transformation rules for the solution (This is 

the adaptation knowledge described by Richter). These rules are employed to modify the retrieved 

solution based on the value difference in the attributes of the target case and the retrieved case. This 

type of adaptation is known as Transformational Adaptation (Wilke & Bergmann 1998). It can be 

characterised further into substitutional adaptation in which the values of the solution attributes 

may be changed, and structural adaptation in which elements of the solution may be reorganised, 

deleted or added to.  

 Derivational adaptation, on the other hand, involves replaying the derivation of the 

retrieved solution in the context of the target problem. The type of knowledge required for 

derivational adaptation is different from that described for transformational adaptation, which 

concerned modifying the solution based on differences between the two cases. Instead the solution 

for the retrieved case contains a trace of how the solution was constructed from scratch. This trace 

can be applied to the retrieved problem context and a new solution generated. 

 Compositional adaptation involves combining adapted components from multiple cases to 

produce a new composite solution. 

 

Figure 3.7: The adaptation continuum (based on Wilke, Smyth & Cunningham 1998) 

Perspective on adaptation 

It is generally agreed in CBR research that adaptation poses as many problems as it appears to 

solve. Whether adaptation is transformational or derivational, adaptation knowledge is based on 

rules which encode the causal links between problem and solution. This means that CBR 

developers have to confront the knowledge acquisition bottleneck which CBR was supposed to 
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circumvent in the first place. Of course there are different degrees of adaptation complexity (see 

Figure 3.7). The rules required to implement substitutional adaptation may be trivial compared to 

those required for derivational adaptation, in which first-principles domain knowledge is required 

to produce the solution trace. Furthermore, the adaptation phase may be a computationally complex 

phase, particularly in domains that require structural or derivational adaptation such as design or 

planning. In a worst case scenario, Nebel and Koehler (1995) show that plan reuse is actually more 

complex than generating plans from first principles. Smyth and Keane (1998) suggest assessing 

adaptation complexity during the retrieval stage of the Déjà Vu software design planner before 

having to incur the full cost of adaptation. Thus in the Déjà Vu system design plans which are more 

easily adaptable within the context of the design problem are preferred. 

 The problems associated with adaptation have led most developers of applied CBR systems 

to bypass this phase entirely (null adaptation). Instead such systems use the retrieval facility of 

CBR to propose cases for the human user to adapt and evaluate. Some systems take a middle 

ground approach suggesting aspects of the solution that the user might change or revise (Leake 

1996). A similar approach is taken by the Smart Radio system which flags songs in a playlist that 

the user may wish to replace. 

3.6 Revise 

The Revise phase of CBR concerns the evaluation of the applicability of the proposed solution in 

the real world. The criteria used for this include: 

• Solution correctness 

• Solution quality 

• User preferences 

This phase has generally been considered fairly trivial in CBR research and very little work has 

been done on automatically verifying the proposed solution. Instead, the Revise and Reuse phases 

are often considered a single user adaptation phase. 

 However, in Section 3.8 we discuss interactive CBR systems in which the user iteratively 

provides feedback. We can consider such feedback to be a part of the Revise phase in which the 

user, by evaluating partial solution correctness, helps the retrieval system to produce an optimal 

solution. In some situations such as learning attribute weights for a particular user from case 

ordering feedback, the revise phase involves evaluating solution correctness (case ordering) in 

order to provide better retrieval results for that user in the future. 

3.7 Retain 

The Retain phase in CBR is concerned with preserving those parts of the problem-solving 

experience that are expected to be useful for future problem-solving sessions. This is the learning 

phase of CBR because its objective is to improve the problem-solving competence of the system. 

Trivially, we can improve this competence by adding each newly solved case to the case base. Thus 
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by increasing the number of cases in the case base we have a better chance of matching future 

problem cases without having to perform adaptation (or at least with minimal adaptation). This is 

an example of naive runtime learning suggested by Figure 3.3. Adding cases indiscriminately to the 

case base leads to a utility problem particular to CBR whereby retrieval efficiency begins to 

decrease once the case base has reached ‘saturation point’. After a certain point the gains to be 

made by not having to perform adaptation are lost as retrieval time increases (Smyth & 

Cunningham 1996). As CBR is deployed in business and industry, it has become important to 

examine how case bases can be updated and maintained. Thus research has been carried out on 

how to retain retrieval efficiency while preserving the problem-solving potential of the case base. 

These techniques are generally not performed during run-time, and can be considered a separate 

maintenance or learning phase associated with the Retain phase. 

3.7.1 Off-Line Learning 

Smyth and Keane (1995) proposed a competence measure for deleting cases from a case base. The 

competence of a case can be characterised by two properties: coverage and reachability. The 

coverage set of a case is the set of all target problems that the case can be used to solve. The 

reachability of a target is the set of all cases that can be used to provide a solution for the target 

problem. In order to characterise the case base in this way, the distribution of possible problems is 

assumed to be a priori given by the cases in the case base. Conversely, another related approach is 

to build the case base from scratch by selecting only training instances that contribute to 

performance, a process which is known in machine learning as editing. Smyth and McKenna 

(1999) adapt the Condensed Nearest Neighbour (CNN) editing approach for use in case-based 

systems. They define a new competence measure called relative coverage which takes into account 

the local coverage of the case as well as the degree to which this coverage is duplicated by 

neighbouring cases. This measure allows cases to be sorted according to their possible competence 

contributions. Using the CNN case selection approach, competence-rich cases are then selected 

before less competent cases, thereby maximising the rate at which competence is obtained during 

case base construction. While deletion/editing policies are concerned with positive examples of 

problem solving, negative or failed retrievals also provide an opportunity for learning. In the 

introspective learning technique for learning feature weights described earlier, Bonzano et al. 

(1997) show that failure driven learning rather than success driven learning contributes most to the 

observed retrieval improvements. In the route planning domain, Fox and Leake (1995) use 

introspective refinement of index criteria, based on retrieval of cases that cannot be adapted, in 

order to include features that will lead to the retrieval of more adaptable cases in the future. 

Leake and Wilson (1998) define three timing policies for case base maintenance: Periodic, 

Conditional and Ad Hoc. Periodic maintenance occurs at a regular interval with respect to the CBR 

cycle. For example, data collection may happen at the end of each problem solving cycle. 

Conditional timing occurs in response to a pre-defined condition, such as when the case-base 
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reaches a certain size. This is the policy used by Smyth and Keane’s (1995) maintenance strategy. 

Ad Hoc timing occurs when maintenance is carried out in response to conditions out side the case 

base itself, such as when new cases are added from another data repository. 

 

3.8 Interactive CBR 

Up to now we have made the assumption that the target problem is fully specified before retrieval 

is initiated. However, in many situations information on the problem may be only partially 

available; in which case the objective of the CBR system is to incrementally guide the user into 

fully specifying the problem so that a solution can be obtained.  

 

3.8.1 Incremental CBR (I-CBR) 

Doyle and Cunningham (2000) describe an incremental question and answer approach which 

allows on-line users to quickly build up a suitable laptop configuration. The ordering of the 

questions in this approach is based on choosing features according to the information gain measure 

described earlier. This work is based on earlier work in the domain of electronic fault diagnosis 

(Cunningham & Smyth 1994) where it is difficult to gather a full case description in advance. In 

this type of diagnosis there is potentially a lot of information that could be used to solve the 

problem, however the goal is to elicit the minimum required for full diagnosis. This is particularly 

pertinent since some of the information is expensive, requiring labour intensive testing on the part 

of the diagnostician.  Therefore, it is important to request expensive information only when it is 

determined that it will contribute to the diagnosis. While diagnostic tests can be carried out in any 

order, one of the drawbacks in using I-CBR in a domain where the user may not be an expert (such 

as with the on-line laptop guide) is that question ordering may appear arbitrary. The information 

theoretic criteria used to choose discriminating questions is insensitive to the intuition humans may 

have about what features are important. Moreover, such systems are generally not designed to 

allow the user to take the initiative and steer or conclude the dialogue. 

 

3.8.2 Conversational CBR 

The term Conversational CBR (CCBR) was introduced by Aha and Breslow (1997). It refers to 

CBR systems in which the user has an active part in the inferencing process. Like the incremental 

systems we have just described, CCBR are characterised by interactive dialogue in which the user 

is guided through a question and answering sequence during the retrieval phase. While the goal of 

an incremental system is to minimise dialogue length, CCBR systems are more concerned about 

facilitating the human subject – providing high dialogue quality and allowing the user to guide or to 

finish the dialogue at any time.  



 

 
68

 Unlike I-CBR systems in which the problem description is represented using attribute-

value pairs, cases in CCBR systems are represented using a text description of the problem and a 

series of question and answer pairs. The NaCoDAE system of Aha et al. (2001) is a decision 

support system in which the user may initiate a dialog by entering a free text description of the 

problem. The system then retrieves a ranked set of cases by calculating the similarity of the text 

description in each case to the case description in the query. A ranked set of solutions is presented 

to the user, as well as a set of questions ranked according to the frequency with which they occur in 

the retrieval set. The user can sustain the dialogue by answering any of the questions posed. The 

system adds the question and answer to the query specification, and computes a new retrieval set. 

The interactive dialogue will continue until the user finds a solution they require. At any time, 

though, the user may terminate the dialogue by choosing one of the ranked solutions that is 

presented at each iteration. Research in CCBR concentrates mainly on authoring or refining the 

interactive case representations used with this technique (Aha & Breslow 1997) or on dialog 

inferencing, which involves ensuring that questions are not posed that have already been implicitly 

answered by the user (Aha et al. 1998). 

 

3.8.3 Case Completion 

Case completion (Kamp et al. 1996, Burkhard 1998, Lenz et al. 1998) in many respects addresses 

similar issues to I-CBR and CCBR. Case completion is the process of incrementally filling out a 

target case under the advice of a reasoning system like CBR. In the field of diagnosis, Burkhard 

(1998) proposes that the case representation has to be flexible enough to capture the differing 

diagnostic contexts in which a case may be used. He suggests that a case should not necessarily 

have homogenous structures or attribute value pairs since different parts of a case may be relevant 

for different problem contexts. Allocating a solution part to a case is not appropriate in certain 

contexts as a solution description may be a problem description. Because diagnosis is a process, 

case representation should be able to reflect the steps required to reach a satisfactory answer.  

 The key observation by Burkhard is that cases with heterogeneous representations will 

always have missing values with respect to one another. Thus a retrieval mechanism will have to be 

designed to handle flexible case representations and missing values. 

 Figure 3.8 illustrates the interactive CBR process in terms of the cycle we introduced at the 

start of the chapter. As we can see, the process of retrieval involves several iterations in which the 

user is actively involved. The retain stage is not illustrated here. In this type of CBR the retain 

phase is not engaged until a case has been specified to the satisfaction of the user. 
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Figure 3.8: The interactive CBR process. 

3.8.4 Case Retrieval Nets 

We can view the k-D-tree described earlier as a top-down approach to retrieval in which retrieval 

proceeds from the root to the relevant leaves by testing the value of a query attribute at each node. 

This means that the value of the query attributes must be available in a certain order. If a particular 

value is missing it may cause retrieval to proceed down the wrong branch of the tree. 

 A Case Retrieval Net (CRN) is a memory structure based on the concept of remembering 

as reconstruction. This is a bottom-up approach to retrieval in which cases are indexed based on 

the information they have in common. A partially specified query may be used to retrieve relevant 

cases from a CRN based on the current knowledge that is shared between the cases. The 

components of the retrieved cases are candidates for completing or filling out the query case. 

Lenz and Burkhard (1996) give three major conditions that should be met by a retrieval system, 

and which are fulfilled by the CRN memory structure: 

Efficiency: Access to cases should avoid an exhaustive search through case memory. 

Completeness: Every sufficiently relevant case should be found during retrieval. 

Flexibility: There should be no inherent restrictions under which a piece of knowledge can 

be potentially recalled. 

The basic unit of information in a CRN is an information entity (IE) which can represent an 

attribute value pair. For instance in a diagnostic situation, an IE can be used to represent a special 

symptom, a device parameter, a fault hypothesis, etc. (Kamp et al. 1996). A case is a chain of such 



 

 
70

information entities. IEs are atomic information units which can be compared for different cases. 

Since the IEs associated with each case may overlap, a case base can be thought of as a network of 

IE nodes and case nodes. 

 

Figure 3.9: The CRN structure (from Lenz & Burkhard 1996) 

 Figure 3.9 illustrates the structure of a CRN using data from the travel case base (Lenz 

1993). In this figure each case node is associated with a set of IE-nodes using a relevance arc. For 

example, the case node offer 20219 is described by the following IE-nodes: Place: Matala; Region: 

Crete; Distance to Beach: 500m; Price: 980. We can see that several other cases also share these 

IE-nodes. Each relevance arc encodes the amalgamation function (described earlier) which 

calculates the global similarity of that case for a target query. Each IE-node is connected to other 

IE-nodes of the same type by means of a similarity arc. For instance, the IE-nodes describing price 

are all connected by similarity arcs. The similarity arcs encode the local similarity functions for a 

particular attribute. In the case of the price attribute the similarity function could be a simple 

distance measure used for all price IE-nodes.  

CRN retrieval 

CRN retrieval has three stages: 

1. activating the IE-nodes described by the query description 

2. propagating activation according to the similarity functions through linked IE-nodes 

3. collecting the total activation for each case node. 

One of the contributions of this thesis is that we demonstrate that a CRN memory structure can be 

used in Collaborative Filtering. In Chapter 6 we describe in detail the activation process of the 

CRN in that context. 
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 The spreading activation technique used in CRN is similar to that used in Semantic Nets 

(Collins & Loftus 1988). Unlike semantic nets, the activation implies a similarity based connection, 

not a semantic connection, between activated entities. The propagation functions and the 

computation performed locally in each node indicate a connection with Neural Networks.  

However, the nodes in CRNs are symbolic, and the activation of each node has meaning, in 

contrast to the sub-symbolic representation of neural nets where patterns of activation are what 

matter. 

3.9 Case-Based User Profiling 

Up to this point we have described CBR systems in which the user plays an active part in the query 

formulation. In this section we describe systems in which the case query (a user profile) is 

automatically built by monitoring the user’s behaviour, and where the system is adapted to take 

into account the information contained in the profile. 

 In the domain of Information Retrieval the potential for adaptive user modelling has long 

been recognised (Myaeng & Korfhage 1986, Rich 1989, Goker & McCluskey 1991). There are 

varying degrees of complexity with which we can model the user. At a very high level a user model 

encodes the knowledge available to the user, the goals and the plans of the user. Generally, in 

information systems, however, the user model is a much simpler affair containing a list of terms 

relevant to the user’s information needs (Foltz & Dumais 1992). The list is usually short for 

querying tasks and longer for information filtering tasks/recommendation tasks.  The objective of 

employing a user profile is to anticipate the user’s information requirements, finding information 

he/she is interested in and removing items that might not be liked.  

 CBR, because of its similarity matching capabilities, has been employed as a 

recommendation engine to match case-based user profiles to items that the user may potentially 

like or find useful (Smyth & Cotter 1999b, Arslan & Ricci 2003). We review three systems in 

which case-based user profiling is used. In each of the three systems we see that the following are 

required. 

• Content description for the items being recommended/filtered.  (Vocabulary knowledge). 

• A case representation format that captures the information need of the user and is 

compatible with the case representation used for domain items. (Case knowledge). 

• A similarity model by which to measure the similarity between the user profile and the 

items being filtered/recommended. (Similarity knowledge). 

3.9.1 PTV 

The PTV system uses case-based and collaborative techniques to generate web-based television 

guides customised to the viewing tastes of each of its users (Smyth & Cotter 1999b). Smyth and 

Cotter argue that a personalised television guide becomes a necessity with the increasing amount of 
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content available through satellite and digital services. Programmes are represented as simple cases 

in the PTV system (see Table 3.2). 

 

Table 3.2 An example of a programme case in PTV 

ER  
Genre: Medical Drama 
Country: USA 
Language: English 
Cast:  Anthony Edward 
.. .. 

 

Users can give the PTV system feedback on their favourite programmes, either by typing the title 

into a text box or by clicking on a rating icon beside a programme listing (see Figure 3.10). In this 

way, the user builds up a rating profile which can be used by PTV’s collaborative recommendation 

engine. However, in order to construct a case-based profile for the user, the system summarises the 

features associated with the programmes in the rating profile. This produces a case-like profile 

encoded using the same features as the programmes.  

 

 

Figure 3.10: The PTV rating system 

Therefore, similarity between a profile and a given programme can be calculated using the general 

similarity metric shown in Equation 3.4.  In many respects the developers of PTV faced the same 

problems as we did regarding content mark-up. They suggest that the case-based approach in this 

domain is difficult because of the knowledge engineering required to develop suitable case 

representation and similarity metrics. In addition, they describe how recommendation using the 

case-based profiling tended to retrieve the same type of programmes, leading to reduced diversity. 

This is pertinent in that the programme content description available to the PTV researchers was 

quite limited. For instance, some programmes might only be characterised with a key word such as 

‘comedy’ which is not sufficient to discriminate between younger viewers who watch ‘Friends’ and 

their parents who watch ‘One Foot in the Grave’ (Smyth et al. 1998).  It is not surprising, therefore, 

that an evaluation of the system demonstrated that the collaborative approach out-performed the 

case-based approach.  
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3.9.2 CASPER 

The CASPER (Case-Based Profiling for Electronic Recruitment) research project has as its 

objective the building of intelligent aides for use in specialised retrieval applications (Bradley et al. 

2000). The test bed application for this project is an on-line recruitment site 

(http://www.jobfinder.ie). CASPER employs a two-stage retrieval strategy. The first stage requires 

the on-line job seeker to enter a description of his preferred job. This query is sent to the CASPER 

server where a similarity based ranking of jobs is returned. Each job is described as a case with a 

fixed set of features such as job type, salary, skills and experience. Similarity between the query 

and the job in the case base is calculated using Equation 3.4. The CASPER researchers have 

developed a domain ontology in order to model the similarity between symbolic features. Using 

concept trees, feature similarity is calculated using subsumption relationships and the distances 

between nodes. Figure 3.11a illustrates the subsumption relationship. A query specifying the 

feature value ‘OOP’ will match exactly with features with values that lie below the ‘OOP’ value on 

the same branch, such as ‘C++’ or ‘Java’.  The distance relationship is shown by Figure 3.11b. This 

time, the feature value submitted in the query is ‘Java’. Based on the number of inter-nodal edges 

between concepts, ‘Pascal’ (distance = 4) is judged to be less similar to ‘Java’ than ‘C++’ which 

has a distance of 2. 

 

 

Figure 3.11: The concept trees used for similarity calculation in CASPER (from Bradley et al. 2000) 

 

The first stage retrieval allows job cases to be ranked according to the similarity to the query case. 

CASPER’s second stage involves classifying the retrieved cases according to their relevance to a 

client-side stored profile. The CASPER researchers have developed several metrics to measure user 

interest in jobs such as time spent perusing a job description (Rafter et al. 2000, 2001). This has 

allowed them to associate a set of job descriptions with each user which can be classified as either 

relevant or irrelevant. These job cases are not generalised into a single user profile (as was 

suggested in the PTV project); rather, they are used as training data for a k-Nearest Neighbour 

classification of each job case returned by the first stage (see Figure 3.12). Thus the jobs retrieved 

by the user’s initial query are filtered to return only those that are pertinent to job descriptions the 

user has expressed interest in the past. 
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Figure 3.12: On the client side, CASPER uses k-NN to classify candidate jobs for the user (Bradley et al. 2000) 

The client-side classification has the advantage of preserving privacy, particularly if this 

information can be standardised so that it can be applied to other information services.  

 However, this example does highlight the fact that CBR does come with a knowledge 

engineering expense such as the requirement to author a domain ontology. The Semantic Web 

project (Berners-Lee 1998), although in its infancy, has as its goal the development of the type of 

ontological information that will allow systems such as CASPER to become widespread in the 

future. 

3.9.3 Dietorecs Travel Assistant 

The Dietorecs Travel Assistant is a travel advisory system which can guide the user while he/she is 

putting together a full set of travel related activities (Arslan & Ricci 2003). The system uses a 

mixed initiative approach, similar to the conversational approach we described earlier. What is 

unusual about the Dietorecs approach is that advice on the possible travel configurations is given 

based on stored previous user sessions, each of which is stored as a case (see Figure 3.13). 

 As the user develops his/her travel plan on-line, the system iteratively computes similarity 

to other user sessions, and makes suggestions on how to complete the itinerary. Once the user’s trip 

is agreed, the session is stored as a case for possible use by another on-line traveller. 

 

Figure 3.13: An example of a case in the Dietorecs travel assistance system 
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Dietorecs is an example of a system in which user configuration information is stored for other 

users to make use of. We will suggest that the playlist configurations in Smart Radio are another 

source of knowledge that can usefully be passed to nearest neighbours. 

3.9.4 Perspective on CBR in the Music Domain 

CBR’s major advantage over rule-based or model-based systems is that the information contained 

in the case knowledge is not generalised to form rules, but instead lazily invoked at query time. 

However, if the development of the case and similarity knowledge is an intensive process, CBR has 

less of an advantage. In the music domain, our problem is fundamental: a lack of inexpensive 

vocabulary knowledge. Without this, case knowledge and similarity knowledge cannot be 

developed. The usual way of creating such vocabulary is for domain experts to establish the 

fundamental concepts, objects, relations, etc, which exist for a given domain, which is an expensive 

process. 

 However, it is implicitly acknowledged in the literature that there are varying degrees of 

strength of CBR. A strong CBR system makes use of a clear domain model to develop a case 

representation that may have surface features, which are used for indexing, and deeper, structural 

features which are used for similarity matching. This type of CBR is close to the cognitive model 

of CBR (Leake 1996). A weak CBR system, on the other hand, may calculate similarity between 

cases without reference to the semantics of the case representation. In this situation there are no 

structural features, or they are not easily available, and similarity is calculated based on the surface 

features available to the developer, using ‘a one size fits all’ metric such as the Euclidean or the 

City Block measure. Most applied CBR systems lie somewhere between the two, dependent on the 

difficulty of modelling the knowledge containers. In Chapter 5 we will describe our 

implementation of a weak CBR system to augment our ACF recommendation process. 

3.10 Conclusion 

In this chapter we reviewed case-based reasoning, an applied AI methodology which is suitable for 

problem solving in domains where it is difficult to elicit first principle rules. Unlike rule-based or 

model-based systems, CBR systems reason by drawing upon the knowledge stored in previously 

solved cases. While CBR generally has lower knowledge engineering overheads than systems that 

use first principle reasoning, it still relies upon the availability of four sources of knowledge: 

vocabulary knowledge, case knowledge, similarity knowledge and adaptation knowledge. CBR’s 

big advantage over rule-based systems is that the case knowledge is deployed at query time, and 

does not have to be generalised a priori. However, if the other sources of knowledge are not 

available, CBR systems are forced to confront the knowledge acquisition bottleneck. For instance, 

the PTV system, like the Smart Radio system, has problems acquiring vocabulary knowledge – the 

basic attributes and relations within a domain that allow useful cases and similarity metrics to be 

developed. The CASPER system faces a knowledge bottleneck in developing the similarity 
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knowledge required in its concept trees. We described how the Reuse phase (which uses adaptation 

knowledge) of the CBR cycle also poses serious problems for general CBR development since it 

forces developers to acquire some measure of first principles reasoning, which CBR systems are 

supposed to circumvent. With CBR increasingly being deployed in domains with large repositories 

of data, we discussed the scalability issues associated with lazy reasoning. While k-D-trees are 

efficient in terms of retrieval, they are problematic in domains in which only a partial problem 

description may be available. An example of this is interactive CBR, in which a user may only 

have a partial query and may need help in honing in on the solution or configuration he/she 

requires. In this situation, the reasoning system engages the user in a dialogue in order to guide 

him/her towards a solution. We reviewed CRNs, an efficient memory structure suited to retrieval in 

situations where queries are incomplete. We revisit Case Retrieval Nets later in this thesis where 

we apply them as a memory model for collaborative filtering techniques. CBR is increasingly being 

used on the Internet as a reasoning agent for product selection, configuration or personalisation. For 

example, CBR user profiles are used to represent items that users have liked/disliked in the past in 

order to make predictions on things they may like or dislike in the future. The PTV system builds a 

generalised case-profile from features of programmes that users have rated. Thus, the profile can be 

matched against new programmes appearing in the TV schedule. As mentioned earlier, one of the 

problems of the case-based approach in this domain is that good content description is hard to 

obtain. The CASPER system does not generalise the job description cases used to represent a user’s 

job interests. Instead these instances are used to classify retrieved job descriptions as relevant or 

irrelevant using the k-NN algorithm. The Dietorecs system does not use user profiling, as such, but 

employs a case base containing records of other users’ travel plan configurations, in order to 

interactively advise the user of possible itinerary scenarios.  

 While CBR is a good example of a ‘content-based’ personalisation strategy in which 

descriptions with clear semantics are used, we suggest that there are varying strengths of CBR. 

How case and similarity knowledge is implemented in a CBR system is dependent on the domain 

knowledge that is available. The next Chapter introduces Automated Collaborative Filtering, a 

technique which is often employed when domain knowledge is not readily available. 
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Chapter 4: Automated Collaborative Filtering 

Automated Collaborative Filtering (ACF) has emerged as a popular recommendation strategy for 

on-line systems (Schafer et al. 1999). ACF does not attempt to model any aspect of cognitive 

psychology as Case-Based Reasoning (CBR) does. Instead it relies upon implicitly capturing the 

subtle distinctions people make when selecting or rejecting from any set of items. Its great strength 

is that it operates without using any representations of the items being filtered, relying instead on 

the pooled preference data from positively correlated users to recommend or reject from the 

resources available. As such it has been referred to as ‘word of mouth’ filtering (Shardanand and 

Maes 1995), ‘people to people correlation’ (Schafer et al. 1999) and a ‘content-less’ approach to 

filtering or recommendation (Resnick et al. 1994, Balabanovic & Shoham 1997).  

 While a content-based technique like CBR is used to offset the knowledge elicitation 

bottleneck of a rule-based or model-based system, it still relies upon having the basic vocabulary 

that allows cases and similarity measures to be defined. In some domains this knowledge is not 

readily available. ACF can be used as a recommendation strategy in such scenarios. Unlike CBR 

cases, ACF profiles are marked up, not with a set of descriptors, but with a set of scores. Each 

score is a subjective rating by a user of the item in question. These ratings can be explicitly 

submitted or derived implicitly by monitoring the user’s usage of the item.  The knowledge 

engineering task for such a representation is generally low since it is collected from a set of 

distributed users, and can be gathered as part of the functionality of an already running system. For 

example, users could be provided with a facility to rate items suggested by a content-based 

recommender. This would give the type of ‘content-less’ representation shown in Table 4.1 

Table 4.1: A ‘content-less’ representation 

 Love Me Tender 
User A 0.2 
User B 0.8 
User C - 
User D 0.2  

Table 4.2: A case-like representation 

Song: Love Me Tender 
Title: Love me Tender 

Artist: Elvis Presley 
Type: Male solo 
Genre: Rock’n’Roll, Pop 
Style: Ballad 

Album: Elvis Love Songs 
Date: 1956 

Instrument: vocal, acoustic guitar 
Keywords: love, romance 

Tempo: slow 
Film: Love me Tender 1956  

 

While the description of the song in Table 4.1 is not as immediately interpretable as the content-

based description in Table 4.2, the description is far from ‘content-less’. The rating data implicitly 

contain meaning with respect to how the song is considered among a population of users. It is this 

implicit knowledge which is leveraged by a technique like ACF to make recommendations. With 
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rating data, ACF makes use of the subtle distinctions people make when selecting or rejecting from 

any set of items. This type of knowledge (aesthetic criteria, emotionally or culturally based 

responses etc) is very hard to encode into content-based systems. 

 In the example in Table 4.1 we show one column of the user-item matrix which 

demonstrates that items can be described in terms of user scores. Likewise, were we to show more 

columns we would see that each user can be profiled in terms of the items they have rated (see 

Table 4.4). Although often proposed in the literature as very different types of techniques, we will 

show in Chapter 6 that ACF and a content-based strategy such as CBR are very similar in terms of 

methodology. We will also show how techniques used in CBR can be applied to ACF. 

 Research in collaborative filtering draws from work in several different fields. Papers cited 

in this chapter describe research topics from information retrieval, distributed artificial intelligence, 

machine learning, statistics, computer-human interaction, user-modelling and social choice theory. 

4.1.1 Early Collaborative Filtering 

Collaborative filtering systems emerged out of early research into the problem of information 

overload in a networked environment (Denning 1982, Palme 1984, Hill & Turoff 1985). Malone 

identified three types of intelligent information filter that might allow people to find desired 

information and eliminate undesirable material: cognitive, social and economic (Malone et al. 

1987). The categories are based on the information resources that each filter draws upon to make a 

prediction on an item for a particular user. Cognitive filtering systems analyse the text within 

documents and match the results against a user-profile. These types of systems are generally now 

known as content-based or knowledge-based filters and are dealt with in more detail in Section 4.3. 

Economic filters select documents based on the costs and benefits of producing and reading them, a 

criterion which will become relevant as content on the Internet increasingly requires payment. 

Social filtering, according to Malone, selects documents based on the evaluation of other people 

with whom the target user may have a relationship. A social filtering system recognises that people 

may choose to read material annotated by someone in authority or by a trusted source. 

In its purest sense, collaborative filtering refers to a process of filtering solely according to 

the opinions of other users (Resnick et al. 1994). The first collaborative filtering systems, however, 

were essentially content-based systems augmented by some characteristics of social filtering. The 

Lens system of Malone et al. was primarily a rule-based content filter for e-mail that included a 

social filtering component which allowed the receiver to set his/her filter to receive messages 

according to the characteristics of the sender (Malone et al. 1987). The first social filtering system 

that involved a collaborative element was Tapestry, a mail filtering system developed at the Xerox 

Palo Alto Research Center (Goldberg et al. 1992). Tapestry allowed members of its user base to 

annotate each document with details on how interesting (or uninteresting) the reader had found the 

document. The document contents and the annotations could be accessed by each user’s filter. This 

allowed users to filter the system for documents on a topic that had been annotated by a particular 
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person, or to receive documents ‘replied to by user A AND user B’. The Tapestry system had some 

drawbacks. Users needed to learn a query language for the system, TQL, and were required to 

actively annotate their documents for the system to work effectively. Furthermore, since it was 

assumed that users worked in a relatively small environment it provided no means of automatically 

identifying users with similar interests.  Maltz and Ehrlich employed a similar approach using the 

term active collaborative filtering to describe a process of  providing ‘pointers’ to recommended 

documents for their friends and colleagues (Maltz & Erlich 1995).  

4.2 Filtering vs. Recommending 

Early collaborative filtering technology was described in terms of existing filtering techniques used 

by the information retrieval community. More recently it has been referred to as a ‘recommender’ 

technology (Schafer et al. 1999). Are filtering and recommendation the same thing?  To answer the 

question it is useful to look at the distinction drawn between filtering systems and information 

retrieval systems. Belkin and Croft (1992) have defined three primary differences between the 

information filtering task and information retrieval task. Firstly, a user-profile in information 

filtering represents the user’s interests over a period of time, while query terms in an information 

retrieval request represent short-term information requirements which can be fulfilled by the 

retrieval process. Secondly, information filtering is typically used where there are streams of 

incoming data, while information retrieval involves searching in a structured database for 

information to match the query terms. In this sense filtering is passive, while retrieval is active. 

Thirdly, information filtering involves removing items from an incoming stream whereas 

information retrieval is concerned with finding information. 

 The recommendation task has aspects of both filtering and information retrieval. A user 

profile in a recommendation context represents the user’s interests gathered over time. User 

profiles can capture long-term or short-term interests, and are generated by analysing the user’s 

past use of the system resources. Rather than being a passive activity we can view the 

recommendation task as a type of automated search strategy where the goal is to anticipate the 

user’s future requests based on the knowledge contained in the user-profile. 

 We have previously suggested that the recommendation task has not yet been adequately 

defined which has implications for how it can be evaluated (Hayes et al. 2002b). 

Table 4.3: Comparison of filtering, IR and recommendation tasks 

Filtering Information Retrieval Recommendation 
User profile represents user 
interests collected over time. 

Query terms represent immediate information 
requirements. 

User profile represents user 
interests collected over time. 

Passive Active Active 
Removal of unsuitable material. Finding material that matches query terms. Finding material that matches 

query terms. 
Removal of unsuitable 
material. 
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4.3 Filtering Basics 

Towards the end of the previous chapter we described some case-based personalisation systems in 

which items were recommended based on the user-profiles built up by each system. As we 

suggested in the last section, the recommendation task and the filtering task can be viewed as 

similar processes. Since ACF was originally developed as a filtering methodology, in this section 

we review some of the basic ideas behind filtering. 

 The fundamental idea behind filtering involves the removal of unwanted items from an 

incoming stream of items and the preservation of items that would be of interest to a target user. 

The most obvious way to do this would be to develop an explicit representation of the incoming 

items, and then attempt to match these against a user profile (Malone et al. 1987, Foltz & Dumais 

1992).  The terms of the user profile might be explicitly articulated by the user as in the Tapestry 

system (Goldberg et al. 1992) or learned by the system (Lang 1995, Pazzani et al. 1996).  

 Figure 4.1 illustrates a recommendation scenario whereby the system learns the terms of 

the user-profile by monitoring user feedback (Pazzani et al. 1996). 

 

 

Figure 4.1: A content-based filter 

The strength of the content-based filter is that it will consistently find new content that matches 

features in the user profile. The drawbacks to this type of filter come down to the issue of 

knowledge elicitation and representation. Burke suggests that a distinction should be drawn 

between content-based filters and knowledge-based filters depending on the degree of knowledge 

engineering required for either (Burke 1999, 2000). According to this definition content-based 

filters have a lower knowledge authoring overhead than knowledge-based filters. Content-based 

systems tend to operate in open environments in which the feature extraction process is automated. 

An example would be the representation of a web page as a vector of keyword terms (Salton et al. 

1975). However, automated feature extraction tends to offer only a shallow analysis of the content 

items, ignoring aesthetic and qualitative properties. The similarity metrics used in content-based 

systems tend to be relatively simple, ‘one size fits all’ measures such as the cosine measure (Salton 

et al. 1975). A content filter can learn a user profile by recording the features of items the user has 
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rated in the past.  As such, content-based filters suffer from a tendency to only offer the same type 

of content that a user has previously used (Pazzani et al. 1996, Balabanovic & Shoham 1997, 

Smyth & Cotter 1999b). Since the content representation employed is simple (perhaps a set of 

keywords as described by Foltz & Dumais 1992), a content filter cannot infer new types of content 

beyond those described in the user profile. Furthermore content filters cannot distinguish between 

what the active user would consider to be items of low or high quality. For instance, in the PTV 

television programme recommender system, the content-based filter cannot distinguish between 

programmes marked up as ‘comedy’ that are not particularly funny to sections of the viewing 

public (Smyth et al. 1998). Crucially, whereas text is readily amenable to parsing by a computer, 

useful features cannot be extracted from some items, such as audio or visual material, without 

considerable computational expense and/or expert knowledge (Tzanetakis et al. 2000, Grimaldi et 

al. 2003).   

 Knowledge-based filters encapsulate ‘expensive’ information such as the fundamental 

concepts, objects, relations, etc, which exist between content items. This type of ontological 

information needs to be marked up by hand, perhaps with the aid of knowledge discovery 

techniques (Fayyad et al. 1996). Likewise, knowledge-based similarity metrics are more 

sophisticated affairs, taking into account the more elaborate representation of the content (Burke 

2000). Whereas knowledge-based filters should be able to overcome some of the problems ascribed 

to content-based filtering, the amount of knowledge engineering required, particularly in a dynamic 

on-line system, makes true knowledge-based filtering extremely difficult (Clerkin et al. 2001a). 

The many issues still surrounding the development of the Semantic Web project (Berners-Lee et al. 

2001) are testament to this. This brief discussion is sufficient to introduce the filtering techniques 

used by ACF which on face value appear quite dissimilar to ‘content-based’ filtering. 

4.4 Principles of ACF  

4.4.1 Introductory Ideas 

The basic assumption of the ACF is that, rather than relying upon content descriptions as a basis for 

filtering, it may be easier to harness the decisions made by other like-minded users in accepting or 

rejecting the system assets. Unlike the ‘content-based’ filter, a collaborative filter requires access to 

the usage data of other users of the system. It does not require that the system assets be modelled in 

any way, which is an enormous advantage where the representation task is onerous. The basic idea 

behind ACF can be illustrated in Figure 4.2 where all three users have expressed an interest in 

assets A, B & C. (For instance they may have listened to songs A, B & C.) The high degree of 

overlap indicates that these users may have a shared taste in music. Further it seems safe to 

recommend assets D and E to user 1 because they have been ‘endorsed’ by Users 2 and 3. 

However, as we will discuss, the task of assembling a group of neighbours to create a filter that 
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approximates the target user’s interests requires a lot of use-data, since the degree of intersection 

between individual users varies considerably.   

 

 

Figure 4.2: ACF takes advantage of the overlap in interests within communities of users 

ACF takes advantage of the overlap in interests within communities of users to develop a filter for 

each user based on a neighbourhood of ‘like-minded’ users. The key assumption on which any 

ACF algorithm rests is that human preferences can be correlated, and that informed prediction can 

be made based on these correlations. Until recently, the ACF algorithm did not have formal roots in 

any discipline as CBR does in cognitive science. Despite its increasing application within on-line 

commercial systems, it has often been viewed as ‘the orphan child’ of applied AI, whose parentage 

is somewhat questionable (Billsus and Pazzani 1998). However, Pennock et al. have demonstrated 

that ACF techniques rely upon similar properties of determining and aggregating preferences that 

social choice theorists have been formally analysing for decades (Pennock et al. 2000). Using the 

conditions laid down by such theorists they show that the weighted, nearest neighbour 

implementation of the ACF algorithm is the only possible form of prediction function possible. In 

Section 4.5.2 we will discuss this implementation, as well as other techniques established outside 

the formalism of social theory.  

4.4.2 Data Representation 

Relevance feedback is a commonly accepted technique of improving retrieval quality in 

information retrieval (IR) systems (Rocchio 1971, Salton & Buckley 1990). Using relevance 

feedback, a user can indicate to an IR system which portions of a retrieved document set are useful 

to him or her. The IR system can reformulate the original query based on the feedback and return 

an improved retrieval set. This type of feedback is sometimes referred to as “querying by instance”. 

Unlike IR systems which rely upon content representation, collaborative filtering systems use 

relevance feedback as the only means of filtering or recommending. 

 The amount of data required depends to some extent on the type of data available. In this 

context, there are two distinct approaches to the ACF idea that can be termed explicit and implicit 

(Nichols 1997, Oard & Kim 1998, Claypool et al. 2001, Rafter et al. 2000, Hayes et al. 2001, 
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O’Sullivan et al. 2002). With the explicit approach the user is asked to rate assets. Such an 

approach was taken by the GroupLens project where users are asked to rate Usenet articles 

(Konstan et al. 1997). However, asking users to rate articles imposes a cognitive load that users 

may refuse. Grudin has observed that users may not participate in explicit grading schemes if they 

are not aware of the benefits to them (Grudin 1994).  Thus explicit datasets may be sparse because 

of the work required by users (Oard & Kim 1998). Consequently there are several strands of 

research on gathering implicit data without imposing a feedback obligation on users (Morita & 

Shinoda 1994, Konstan et al. 1997, Lieberman 1997, Rafter et al. 2000). For instance, implicit data 

points might represent individual page impressions at a website. Implicit data contains less 

information and can be noisy in the sense that users might not like some of the items they have 

used. This can be seen in Table 4.5, which is an implicit version of Table 4.4. The information that 

User 2 dislikes asset D is lost in the implicit approach. Because of this data noise and loss of 

information, more data is needed to produce good recommendations with a purely implicit 

approach. However, it can be used to supplement a sparse dataset based on explicit ratings 

(Konstan et al. 1997, Rafter et al. 2000). Research has been done on deriving more precise implicit 

values based on a qualitative measurement of specific user actions. For instance, Morita & Shinoda 

found that the time people spend reading a Usenet article is correlated with their interest in it, but 

that there was no correlation between message length and reading time (Morita and Shinoda 1994). 

In the CASPER job finder system Rafter & Smyth use reading duration and the number of revisits 

to a job description as implicit metrics (Rafter & Smyth 2000). 

 Several similar implicit techniques have been applied by researchers (Lieberman 1997, 

Konstan et al. 1997, Mobasher et al. 2000a).  In Chapter 6 we will discuss how data is captured and 

represented in the Smart Radio system. 

Table 4.4: Data for use in ACF where users have explicitly rated assets 

 A B C D E F G 
User 1 0.6 0.6 0.8 ? ? 0.8 0.5 
User 2 ? 0.8 0.8 0.3 0.7 ? ? 
User 3 0.6 0.6 0.3 0.5 ? 0.7 0.5 
User 4  ? ? ? ? 0.7 0.8 0.7 
User 5 0.6 0.6 0.8 ? ? 0.7 ? 
User 6 ? 0.8 0.8 0.7 0.7 ? ? 
User 7 0.7 0.5 ? ? 0.7 ? ? 
User 8 ? ? ? ? 0.7 0.7 0.8 

 

Table 4.5: ACF data where users have not explicitly rated assets 

 A B C D E F G 
User 1 1 1 1 ? ? 1 1 
User 2 ? 1 1 1 1 ? ? 
User 3 1 1 1 1 ? 1 1 
User 4 ? ? ? ? 1 1 1 
User 5 1 1 1 ? ? 1 ? 
User 6 ? 1 1 1 1 ? ? 
User 7 1 1 ? ? 1 ? ? 
User 8 ? ? ? ? 1 1 1 
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Irrespective of how it is collected, ACF data is usually sparse in that a user typically rates only a 

small portion of the items in the system (Sarwar et al. 1998). Equation 4.1 defines a metric for 

sparsity which is termed sparsity level. 

 

Equation 4.1 

non zero entriessparsity level = 1  
total entries

−  

 

 

The degree of data sparsity is domain dependent, but for sites with a large product range and many 

customers, the sparsity level can be in the range of 90–97%.  For instance, the sparsity level of the 

MovieLens ACF dataset is 0.9369 (Sarwar et al. 2000b).  

4.4.3 ACF as a Classification Task 

In the user–item tables above, the missing values are indicated by a ‘?’. The prediction task has 

been viewed as an elaboration, or filling out of the sparse user–item matrix (Billsus and Pazzani 

1999), but within the constraints of a real time system. We can view this prediction task as a 

classification or regression problem. In a situation where users have rated assets, the 

recommendation problem may be cast as the prediction of these ratings – a regression problem. 

Alternatively, it may be viewed as a classification problem – the classification being whether an 

asset will be liked or disliked. The measure of accuracy may be: 0/1 error for classification, 

absolute mean error (MAE) or root-mean-square (RMS) error for regression or a measure of the 

correlation of predicted ratings with actual ratings (e.g. Pearson's correlation coefficient). This 

allows for the type of evaluation that is common in machine learning where the data is partitioned 

into training and test data – using the training data to produce predictions for the test data. These 

estimates may be improved by using k-fold cross validation or by using a leave-one-out evaluation, 

i.e. a rating is predicted by using all the data except the rating itself (Moore & Lee 1994). 

 In Chapter 7 we will return to the issue of evaluation and suggest that the recommendation 

task is not as well understood as a classification/regression task, and that the goal of filling in the 

missing values in the user–item matrix does not take into account the active user’s current ‘use-

context’. 

4.5 Types of ACF 

In machine learning terms a predictive algorithm can be described as being within a spectrum that 

ranges from being lazy to being eager. Both types of algorithms seek to approximate a function that 

can predict the outcome of new (query) data based on a set of training data.  Eager systems 

generalise beyond the training data before observing a new query instance, building a global 

predictive model at training time. Lazy learners, however, do not build a model during training. 

These algorithms consider the query instance at query time and use the training data to approximate 
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the predictive function using a number of local functions based on instances in the training data 

(Mitchell 1997). Eager algorithms include decision trees (Quinlan 1993), back-propagation 

networks (Chauvin & Rumelhart 1995) and Bayesian belief networks (Heckerman et al. 1995). 

Lazy learning algorithms include the k-Nearest Neighbour algorithm (Aha et al. 1991) and CBR 

(Kolodner 1993).  

 ACF algorithms can be divided along similar lines into model-based algorithms that are 

eager and memory-based algorithms that are lazy (Breese et al. 1998). Both types of algorithm, 

however, seek to approximate a function that can predict the outcome for new data for a particular 

user. We will use the term user-filter function to describe this. 

 Pure model-based algorithms for ACF include the Bayesian network model used by Breese 

et al. (1998) and the back-propagation network used by Billsus and Pazzani (1999). Memory-based 

algorithms rely upon the retrieval of training data from memory in order to build a predictor at 

query time or close to query time. Hybrid approaches exist which are essentially lazy in spirit 

(partially lazy). These use eager, unsupervised learning techniques to cluster users based on items 

they have viewed, or to cluster items based on which users have viewed them (Breese et al. 1998, 

Ungar & Foster 1998a, Clerkin, Hayes & Cunningham 2001). We will now describe examples of 

model-based algorithms, but then focus more on lazy and partially lazy memory-based algorithms. 

Since this is the type of ACF used in Smart Radio, we will discuss memory-based structures in 

more detail and provide arguments for using them instead of a purely model-based alternative. 

 

4.5.1 Model-Based Algorithms 

Experiments with model-based algorithms have generally been performed off-line, and have the 

disadvantage of not taking into account an incoming stream of user feedback.  The efficacy of these 

techniques in a real-life system has yet to be evaluated. Model-based algorithms tend to be 

probabilistic or based on machine learning techniques. 

Probabilistic models 

Probabilistic algorithms view the ACF task as one of establishing the conditional probability of an 

item having a particular rating score based on the ratings data collected to date (Breese et al. 1998, 

Miyahara & Pazzani 2000, Condliff et al. 1999). Breese et al. (1998) apply an algorithm for 

learning a Bayesian belief network (Chickering et al. 1997) from the ACF data in which each item 

has a set of parents that are the best predictors for its score. A decision tree represents the 

conditional probability table for each node. Figure 4.3 illustrates an example tree that encodes the 

probability that a user will have listened to the artist Leonard Cohen.  In this example the parent 

artists are Bob Dylan and Joni Mitchell. The bars at the bottom indicate the probabilities of a user 

having listened and having not listened to Leonard Cohen, based on listening to the parent artists. 
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Joni Mitchell 
listened 

Joni Mitchell 
Not listened 

Bob Dylan, 
Not listened

Bob Dylan 
Listened 

Listened
Not Listened

Listened
Not Listened

Listened
Not Listened  

Figure 4.3: A decision tree for whether a user has listened to the artist Leonard Cohen 

 

The Bayesian network technique was demonstrated to work as well or slightly better than 

correlation-based methods on some datasets. However, training the network proved to be 

computationally expensive (Breese et al. 1998). Thus, in a dynamic environment, this technique 

would be slow to adapt to the new data submitted by on-line users. 

 Popescul et al. (2001) and Schein et al. (2002) have recently proposed probabilistic models 

for ACF which combine content and collaborative features by using the expectation maximisation 

algorithm (EM) to fit the model to the data.  

 

Machine learning models 

Up to this point we have considered ACF as a technique of symbolic AI, where there is a clear 

correspondence between the semantics of the symbols being manipulated by an intelligent system 

and objects in the real or ‘physical’ world (Newell & Simon 1976). Billsus and Pazzani, however, 

adopt a sub-symbolic approach to learning a collaborative filter (Billsus & Pazzani 1999). They 

argue that the ACF process can be viewed as either a classification or regression task and that 

artificial neural networks provide the most flexible solution to either task. Prior to training the 

network they transform the data into a Boolean matrix on which they then run a dimensionality 

reduction process. Since dimensionality reduction is a key issue in memory-based algorithms, it is 

discussed further in Section 4.6.3. Making a prediction involves firstly converting the item’s user 

ratings into a Boolean vector, and then scaling the vector to the reduced dimension space. The 

resulting vector is fed to the trained artificial neural network in order to compute a prediction. 

Billsus and Pazzani’s predictive mechanism is a batch operation predicting all the missing values in 

the user profile at once. Experimental results from the Each Movie dataset demonstrate that 

dimensionality reduction allied with a Neural Net performed better than a typical memory-based 

technique in terms of overall predictive accuracy and precision at the top n ranked items. However, 
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the authors admit that it remains to be seen whether these techniques could be used to compute 

predictions in a live system under real time conditions. 

Clustering algorithms 

The objective of the clustering algorithm is the unsupervised classification of a set of objects. The 

term unsupervised refers to the fact that there are no a priori target classes used during training. 

Probabilistic clustering (Breese et al. 1998, Ungar & Foster 1998a,b) and machine learning based 

clustering (Kohrs & Merialdo 1999, O’Connor & Herlocker 1999, Clerkin et al. 2001a,b) have 

been performed on ACF data. Although these techniques are all eager, discussion is reserved for 

the section on memory-based algorithms, as clustering algorithms in ACF are generally used to 

augment an essentially lazy ACF algorithm. 

Item-based ACF   

Item-based ACF is a new technique introduced by the researchers behind the GroupLens project in 

an attempt to address the scalability issue when using k-nearest neighbour ACF in large sites. The 

key idea is to eagerly analyse the user–item matrix to identify relations between different items, 

rather than users, and then use these relations to determine a prediction for a particular user–item 

pair based on items the user has liked in the past (Sarwar et al. 2001).  

4.5.2 Memory-Based Algorithms 

Memory-based Algorithms in ACF approximate the user-filter function by combining the 

preferences of similar users. The approximation is carried out at query time (lazy) or near query 

time (partially-lazy). Whether the data available is binary or contains an explicit rating, the basic 

structure of the prediction process consists of a cycle of four distinct phases (Hayes, Cunningham 

& Smyth 2001). 

 Firstly, a neighbourhood for each user must be determined.  The aggregated preferences of 

these users will form the basis of the predictive ACF filter.  Determining the neighbourhood of 

users requires a metric for grouping or clustering similar users. If our task is to actively produce 

recommendations, rather than filtering an incoming stream, the next task is the extraction of 

candidate items from the neighbourhood use-data. Once candidate items have been extracted the 

next phase proceeds. The candidate items can be viewed as an incoming stream of items to be rated 

by the system, and shown to the user if positively scored. The preferences of the nearest neighbours 

are aggregated to make a prediction for each target item. In order to drive the ACF process, 

feedback must be elicited from the user either by inviting explicit ratings or by deriving ratings 

implicitly. At this stage the cycle returns to its starting point, and another iteration begins. 
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Figure 4.4: ACF is a cyclical, interactive process 

4.6 Algorithmic Choice Issues 

The argument as to whether to use a model or memory-based approach in ACF can be addressed by 

looking at the tradeoffs exhibited by eager and lazy learning algorithms. Lazy algorithms defer 

processing of their training data until query time when they combine the data to provide an answer. 

They thus have much lower training costs (sometimes zero cost) than eager algorithms. However, 

they typically have much greater storage and data maintenance requirements and have higher 

computational costs at query time. Eager algorithms, on the other hand, build an intentional 

concept description at training time and then answer queries using this description. While 

computational complexity may be lower at query time, eager algorithms can have very high 

training costs. This has implications for learning in a dynamic environment. Eager algorithms may 

not be able to learn very quickly from new training data, because of the cost in building a new 

concept model. On the other hand, lazy algorithms can use new data immediately by combining it 

with existing data to produce solutions that were not previously available. 

 The choice of algorithm for an ACF system is domain dependent and depends on the level 

of overall activity of resources and users within the system. For a system where user preferences 

and system assets change slowly with respect to the training period, a scheduled, eager process 

such as a Bayesian belief network may suffice. However, such a model would not be suitable for an 

environment in which user preference models must be updated quickly or frequently (Sarwar et al. 

2001). In a time-sensitive domain such as the filtering of Usenet articles (Resnick et al. 1994) the 
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training delay would be unacceptable.  A lazy approach will suit a domain with a high level of user 

feedback, new resources and a user expectation of prompt learning (Aha et al. 1991.) For instance, 

the Smart Radio system provides recommendations of new playlists compiled by member users. 

The system must quickly learn to filter unsuitable material from each user’s set of 

recommendations or it will simply not be used.   

4.6.1 Lazy and Partially Lazy 

Previously, ACF has used lazy, memory-based techniques (Shardanand & Maes 1995, Resnick et 

al. 1994). The complexity of the correlation calculation alone for an m × n user–item matrix is 

O(m2 · n), and it is this calculation which has proven to be the bottleneck for memory-based 

systems (Herlocker et al. 1999). With ACF being used in large sites such as Amazon.com, 

memory-based algorithms need to meet the constraints imposed by normal request response times. 

In some cases the neighbours that are selected to meet a request are not necessarily the best, but 

rather the most similar that could be found by sampling profiles in high speed memory (Herlocker 

et al. 2000). In fact, many lazy learning algorithms make expedient trade-offs in order to reduce 

computational complexity at query time. These algorithms are termed partially lazy (Aha 1997). 

Likewise many ACF implementations are partially-lazy or are augmented by data derived by eager 

algorithms. Three techniques proposed to augment a Lazy ACF process are similarity indexing, 

dimensionality reduction and pre-clustering users. 

4.6.2 Similarity Indexing 

Similarity indexing may be used to improve query-time performance using a batch calculation of 

user correlations. A correlations database of pair-wise similarities can then be maintained and used 

to identify neighbours and build recommendations at query-time (Konstan et al. 1997).  In ACF 

terminology, memory-based techniques are often referred to as k-nearest neighbour methods. Little 

work, however, has been carried out on how techniques for improving the scalability of instance-

based learning systems could be applied to ACF. The problem may lie within the nature of the data, 

which has missing values, and no class labels assigned a priori to each instance. For example, the 

condensed nearest neighbour algorithm (Hart 1968) requires class labels to produce a reduced set 

of learning instances. Similar problems apply to techniques for efficient memory indexing of 

instances. Techniques such as the k-D-tree, where instances are stored at the leaves of a tree with 

similar instances stored at the same or at nearby nodes (Bentley 1975, Friedman et al. 1977), may 

be impossible to implement where there are so many missing attribute values. One instance-based 

indexing technique that has proven scalable for large amounts of CBR data and is not sensitive to 

missing values is the Case Retrieval Net (CRN) (Lenz 1999). In Chapter 6 we describe our 

implementation of the ACF memory structure as a Case Retrieval Net.  Hayes et al. (2001) provide 

a discussion of the advantages of the CRN as a memory structure for the ACF algorithm. 
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4.6.3 Dimensionality Reduction 

Since query-time expense increases with the number of users and the number of items, reducing the 

dimensionality of the user–item matrix should lead to better query-time performance. If 

dimensionality reduction is employed to reduce the dimensions of the item rows, the effect is to 

produce a less sparse matrix, thus improving the chances of correlating similar users, by virtue of 

the fact that ‘similar’ items are now represented under a single dimension (Billsus and Pazzani 

1999). One proposed technique is to use Singular Value Decomposition (SVD), a commonly used 

matrix factorisation technique, to reduce the dimensionality of the user–item matrix (Sarwar et al. 

2000a, Billsus & Pazzani 1999). SVD is the basis of Latent Semantic Indexing (LSI), a technique 

used in information retrieval to solve the problems of synonymy and polysemy in a corpus of 

documents (Deerwester et al. 1990, Berry et al. 1995). Sarwar et al. (2000a) found that 

dimensionality reduction does reduce query-time for the calculation of neighbour users, but with 

mixed results for predictive accuracy. Billsus and Pazzani (1999) out-performed memory-based 

techniques in terms of predictive accuracy using dimensionality reduction techniques and a neural 

network classifier. However, determining the number of dimensions that is large enough to capture 

all the latent relationships in the dataset yet small enough to avoid over-fitting errors requires 

experimental evaluation (Deerwester et al. 1990, Berry et al. 1995, Sarwar et al. 2000a). Moreover, 

the LSI is an expensive eager algorithm of complexity O((m+n)3) which would need to be 

calculated regularly to take into account new material and users in the database. 

Clustering 

Several researchers have proposed pre-query clustering as a suitable off-line process for ACF 

(Kohrs & Merialdo 1999, O’Connor & Herlocker 1999, Ungar & Foster 1998a, Clerkin, Hayes & 

Cunningham 2001).  The objective of a clustering task is the unsupervised partition of the dataset 

into a number of classes, none of which are specified beforehand. In a clustering scenario objects 

are typically represented as vectors of n feature values, and the similarity of two objects is defined 

as the Euclidean distance between them in n-dimensional space, although other similarity measures 

could be used. The goal of the clustering algorithm is to maximise inter-cluster distance while 

minimising intra-cluster distance. An example of such an approach is the k-means clustering 

algorithm (Jain & Dubes 1988). The steps of the algorithm are given below: 

1. Select k objects, each of which initially represents a cluster mean.   

2. Assign each remaining object to the cluster to which it is most similar, based on the mean 

value of the objects in the cluster (the cluster centroid).  

3. The cluster centroids are then updated. 

4. Repeat steps 2 and 3 until the same points are assigned to each cluster in consecutive 

rounds. The clusters can now be considered stable.  

Using ACF data it is possible to cluster either users or items. If we view Table 4.4 on a row-by-row 

basis, users are represented as a vector of the items they have rated and can be clustered 
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accordingly. Likewise, if we view Table 4.4 on a column-by-column basis, each item can be 

represented as a vector of the scores assigned by each user. 

 Clerkin et al. use the k-means algorithm to build reduced user-profiles by firstly clustering 

items. Users are then marked up according to the amount of items they have in each of the clusters. 

This is a kind of dimensionality reduction technique that would speed similarity calculation 

significantly. Some promising results have been obtained using these reduced profiles on Smart 

Radio data (Clerkin et al. 2003). The key motivation of this work was in solving the new user 

bootstrap problem (Clerkin, Hayes & Cunningham 2001). In Chapter 6, we describe an alternative 

technique for addressing the same problem in which we reduce the item dimensions of the ACF 

matrix using a simple transform. 

 The Expectation Maximisation (EM) algorithm has been used as the basis for many 

unsupervised learning algorithms where there are unobserved values (Dempster et al. 1977, 

Cheeseman et al. 1988). Breese et al. use it on ACF data to cluster users (Breese et al. 1998).  The 

assumption they employ is that within the dataset there is a mixture of k distinct normal 

distributions which represent groups of users that capture a shared set of preferences.  The learning 

task involves finding a hypothesis that describes the means of each of the k distributions. Once the 

mean for each distribution is found, the maximum likelihood hypothesis for each distribution can 

be established. The problem involves deciding which instances were generated by which 

distribution. 

 Mobasher et al. (2000b) cluster users based on past web page usage, and then produce an 

aggregated user profile based on the centroid of each cluster. Each aggregated profile represents a 

cluster as a weighted collection of page views. The collaborative filtering based on the aggregated 

profiles results in improved query-time performance, but a reduction in predictive accuracy. 

4.6.4 Lazy Similarity Measures 

Several lazy similarity measures have been used in ACF to find neighbours. We will describe the 

three most commonly used. 

Least-squares measure 

Shardanand and Maes (1995) proposed a simple similarity metric that was based on the least-

squares measure. 

Equation 4.2 
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where Ua,i and Uu,i represent the ratings for user Ua, and user Uu for item i, and where m is the 

number of items they have in common. This could be the basis for clustering users in an eager 

version of ACF or it could be used at run-time to identify neighbours within a threshold. 
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Cosine measure 

Information retrieval systems require a measurement of similarity between documents. Salton et al. 

defined the similarity between documents in terms of the normalised inner product of two vectors, 

where each vector represents the keywords extracted from the document (Salton et al. 1975). 

Equation 4.3 
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The smaller the angle, θ , between the vectors, the more similar they are. Accordingly, an angle of 

zero degrees will produce a cosine value of 1, maximum similarity, while an angle of 180 degrees 

will produce a cosine value of –1 which indicates maximum dissimilarity. 

Equation 4.4 
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Typically, in information retrieval each term in the pair of vectors is weighted by the Term 

Frequency–Inverse Document Frequency (TF-IDF). This metric measures the relative frequency of 

occurrence of a word in the corpus of documents. When measuring document similarity, commonly 

occurring words are lightly weighted whereas words that occur less frequently receive greater 

weight.  This captures the intuition that less frequently occurring words are a more useful 

indication of a subject. The cosine measure combined with TF-IDF has been used in automated 

collaborative filtering to measure similarity between users in which the components of the vectors 

contain scores for items rated by both users (Breese et al. 1998). 

Pearson-r correlation 

The Pearson correlation coefficient is a widely used means of grouping users in an ACF context. 

Pearson's correlation reflects the degree of linear relationship between two variables on a scale of  

–1 to 1.  The coefficient equation can be derived from Equation 4.2 where the components for each 

vector are deviations from the vote average of each vector, e.g. u, u, u( )i iU u u= − . 

Equation 4.5 
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Clearly, the Pearson coefficient as a measure of similarity is only appropriate for scalar vectors 

because of its reliance on average deviation, which is not appropriate in the context of the Boolean 

vectors illustrated by the rows in Table 4.5.  The Pearson-r correlation is a measure of correlation 

rather than similarity. For that reason it can identify the correlation between user vectors with 

different means. The two example profiles illustrated in Table 4.6 each have rated four items on a 

scale of 0–1. Even though they have very different means, they have a high correlation score. 

Table 4.6: Highly correlated users with different means 

 user A  user B 
item 1 0.1 0.4 
item 2 0.6 1.0 
item 3 0.3 0.7 
item 4 0.2 0.4 
Mean 0.3 0.625 
Correlation 0.966988 

 

Users will typically have individual rating scales. Some users are more cautious about giving high 

ratings. The Pearson-r correlation allows us to identify users with similar ratings patterns with 

respect to their mean. In the case of binary data, the cosine measure is used (Breese et al. 1998).  

4.6.5 Similarity Issues  

Degree of overlap 

Generally, the amount of items that any user will rate in an ACF domain will be small. The 

algorithms discussed work under the assumption that overlap occurs between profiles. In fact the 

overlap may be very small. A user may be similar to his/her neighbours based only on a portion of 

their profile, in which case neighbour users may not be similar at all. Figure 4.5 illustrates the 

problem using a very simple scenario. The intersection of the Venn diagram represents items that 

the users have used in common. 

 
 

A 

B 
C 

E 

D 

User 1 

User 3

User 2

F 

 

 A B C D E F G H  I … 
User 1 1 1 1 ? ? ? 1 1 ? 

User 2 1 1 1 1 1 1 ? ? ? 

User 3 ? ? ? 1 1 1 ? ? 1 
 

Figure 4.5: The Venn diagram illustrates the problem of measuring similarity based on few overlapping ratings  

There are three users in the system. All have used a portion of the system assets. Yet they overlap 

only on a few items. When measuring the similarity between users we can only take the items on 

which they overlap into account. User 2 is deemed to be a neighbour of User 1 and User 3, based 

on an overlap of only three items each. These few items in question may not be representative of 
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each user’s core interests, particularly so in this case where we are dealing with implicitly derived, 

binary data. Consequently, the recommendations made to User 1 from User 2’s profile (and vice 

versa) may not be suitable.  

Sparseness and transitivity 

Figure 4.5 illustrates another problem with basing similarity measures on items in common: lack of 

transitivity.  In the example, even though User 1 is similar to User 2 and User 2 is similar to User 3, 

we cannot infer similarity between User 1 and User 3 because there is no overlap between profiles. 

This is particularly problematic where the sparseness of rating data means that overlap is generally 

low. Some work has been done on an eager, single link clustering technique to overcome the 

transitivity problem in very sparse domains (Rafter et al. 1999). Using this technique each cluster is 

a maximal set of users such that each user has a similarity above a threshold with at least one other 

user in the cluster. 

Establishing thresholds 

Similarity threshold 

Several research papers report improved predictive accuracy when thresholds are applied to the 

selection of neighbours (Balabanovic & Shoham 1997, Gokhale & Claypool 1999, Herlocker et al. 

1999, Sarwar et al. 2000).  A threshold can be used either to select neighbours above a particular 

similarity score or to select k-nearest neighbours.  Setting the threshold appears to be domain 

dependent and is generally a trial and error procedure which requires off-line evaluation of metrics 

such as mean average error and precision/recall (Herlocker et al. 1999, Sarwar et al. 2000b). 

Overlap threshold 

Where data is relatively plentiful, setting a minimum overlap threshold that prospective neighbours 

must meet has been shown to improve predictive accuracy (Balabanovic 1997, Gokhale & 

Claypool 1999). The key idea is that a neighbour with more items in common is likely to be a 

better predictor.  The process of deciding the threshold involves evaluating the predictive accuracy 

and the number of items predicted at different threshold levels. Setting this threshold too high when 

data is very sparse may lead to no neighbours being selected for certain users. 

Significance weight 

Herlocker et al. (1999) introduce a significance threshold to take into account the fact that 

correlation scores between two users may be based on very few items in common. If the number of 

co-rated items, m, is below the significance threshold, t, the correlation between the users is 

devalued by a significance weight, w, given in Equation 4.6 
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Equation 4.6 

mw
t

=  

If the number of items rated in common is above the threshold, the significance weight is set to a 

value of 1, ensuring that the correlation score is preserved. The significance threshold must be 

established by trial and error for each dataset. 

4.7 Extraction of Candidate Items 

Since the amount of candidate items that could be retrieved from neighbour profiles may be large, 

some heuristics may be applied such as retrieving the n-most frequently rated items in the 

neighbourhood set, or by checking the overall correlation score for those neighbours that have 

endorsed a data item. Another rule of thumb in extracting candidate items would be to set a date 

limit on items under consideration and only extract data items recently endorsed by other users. If 

content representation is available, only candidate items of a certain type (e.g. genre = jazz) could 

be extracted. Again with this technique there is the risk of retrieving no items at all, or retrieving 

items that will fare badly in the next step of the ACF process. 

4.8 Producing Predictions 

Once a neighbourhood set has been selected, it can then be used to produce ratings for a series of 

assets. The predicted value for a rating on item i by the active user, Ua is given by Equation 4.7 
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where t is the number of neighbours that have rated item i, an item not previously rated by Ua. The 

equation is a weighted aggregation of the ratings expressed by the neighbourhood set for this item. 

Each neighbour’s ratings is normalized by subtracting their average rating, U  and weighted using 

their similarity to Ua, a,uσ  (Resnick et al. 1994). 

4.8.1 Top N Predictions 

The top N items are sorted according to the prediction score for each candidate item. However, a 

measure of confidence needs to be considered for each prediction, since a prediction may have 

been calculated using a low number of neighbour ratings. A simple confidence measure would 

indicate the fraction of the neighbourhood set which contributed to the prediction. This confidence 

level could be made available to the user receiving a recommendation based on the prediction. 
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Herlocker et al. have shown that providing recommendation explanations improves user confidence 

in the ACF system (Herlocker et al. 2000). 

4.8.2 Most Frequent Item Recommendation 

Sarwar et al. suggest a very simple technique to find the top N items based on a neighbourhood of 

users. The recommender system returns the n most frequently (positively) rated items in the 

neighbourhood set that have not been rated by the user (Sarwar et al. 2000). 

4.9 ACF issues 

4.9.1 Recommendation Latency 

In Section 4.3 we demonstrated how collaborative filters differ from content-based filters. While 

not using explicit content descriptors, collaborative filters tap the preferences displayed by 

similarly minded users in the system. However, in order to keep the filter from running dry, users 

must have an alternative means of receiving new items of interest as well. Intuitively, for items to 

be recommended to one user in an ACF system, other users must have already rated them. New 

items in the system will never be recommended using ACF unless they have been ‘discovered’ by 

other users. Furthermore, there is little incentive for the user to provide early ratings on a new item 

since the information will not improve his/her recommendations (Avery & Zeckhauser 1997).  This 

is called the latency or early rater problem in ACF. To counter this, a secondary means of drawing 

the active user’s attention to new items of interest and encouraging feedback needs to be 

considered. The simplest strategy would be to occasionally include random items, or new items in a 

batch of recommendations. From an ACF perspective, receiving negative feedback on such items 

can be as valuable as receiving positive feedback since it ultimately affects the degree of 

correlation between neighbour users. However, from the user’s point of view such a strategy may 

destroy confidence in the system’s recommendation ability unless flagged as a ‘profile elaboration’ 

exercise. As we will discuss in Section 4.10, using a parallel content filter or search facility can 

alleviate this problem. 

4.9.2 Bootstrapping the System 

There are no standard techniques for starting an ACF system from scratch. Typically, the ACF 

recommender works in conjunction with another means of finding system assets such as a search 

engine, or a content-based recommender. Once sufficient data has been collected as a result of 

users availing of these parallel techniques, the ACF recommender can be engaged. However, ACF 

requires a certain amount of data before it will work well. There are two aspects to the quantity of 

data needed for ACF systems: the number of users, and the sparsity of the data. The former 

influences the neighbourhood selection process – if there are few users in the system the ability to 

assemble a well correlated set of neighbours for each user is diminished. Even with a lot of users, if 
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there is not much rating data, the ACF algorithm is constrained by the sparsity of the dataset. In the 

extreme case, this means that there is insufficient data to calculate correlations between users. 

Since data sparsity is a given with ACF systems, the issue becomes one of degree. 

4.9.3 The New User 

Even if there is other user-data in the system, a new user cannot receive recommendations until 

he/she is correlated with other users. Bootstrapping new users into the system is important, in that 

many users may not have the patience to build up a profile whilst receiving poor recommendations. 

Several solutions have been proposed. Shardanand & Maes (1995) offered the new user an equal 

mix of the most popularly rated artists and random artists taken from the artist database, and 

encouraged the user to rate these to receive a personalised selection. A preferable approach would 

be to offer items that appear to be key discriminators of user preference within the system, or with 

a cluster of users. Inductive techniques based on decision trees (Quinlan 1993) are generally 

successful in determining the discriminating features in datasets. However, such analyses do not 

operate well where there are many missing values.  Clerkin et al. propose using cluster data to 

bootstrap new users (Clerkin et al. 2001b). By eagerly clustering users and then extracting the n 

most frequent items in each cluster the ACF system can offer a new user a selection of popular 

items rated by users with differing tastes. 

4.9.4 The Grey Sheep 

Clearly collaborative recommenders will provide good recommendations for users who are well 

correlated with a group of other users. However, Claypool et al. identified the concept of the grey 

sheep, a user who does not consistently agree or disagree with any group of users in the system, 

and who rarely gets accurate collaborative recommendations (Claypool et al. 1999). Intuitively, this 

user lies on the cusp of existing clusters of users within the data. This phenomenon could be argued 

to be the result of insufficient user data, and that all new users are grey until they find sufficiently 

close neighbours. However, in the next section we discuss the hybrid of content-based techniques 

and collaborative techniques which have been shown to ease the problems caused by latency, new 

users and grey sheep. 

4.10 Combining Collaborative and Content-Based Techniques 

In the previous chapter we discussed CBR, an AI technique which can be used as a content-based 

recommendation strategy. One of the strengths of a content-based strategy is that it will 

consistently find items that match a given user profile. Thus, new items can be recommended to the 

user, irrespective of whether other users have endorsed them. This addresses the latency problem in 

ACF systems whereby new items cannot be recommended until they have been rated by a number 

of users. Content-based systems have the drawback that they will only tend to recommend the types 

of items described in the user profile, thus limiting the user to the same type of items he/she has 



 

 
98

used in the past. ACF, on the other hand, taps into the collective experience of a neighbourhood of 

users and can make much more diverse recommendations. Of course, it could be argued that a 

technique like CBR could make diverse recommendations if a sufficiently elaborate domain 

ontology were developed. However, the knowledge engineering required to model the relations 

between items in a changing domain, as well as the utility measures to reflect each user’s 

preferences would be enormous. Instead, ACF captures this knowledge implicitly. 

Several research applications have demonstrated that the weaknesses of content-based 

systems and of collaborative systems can be alleviated by the strengths of each respective 

technique (Balabanovic & Shoham 1997, Smyth & Cotter 1999a,b, Pazzani 1999). These strengths 

and weaknesses have been summarised in Table 4.7. to illustrate the mutually beneficial affect of 

each technique.  

Table 4.7: The strengths (+) and weaknesses (–) of collaborative filters and content-based filters 

Content-based (CB)           comment                Collaborative Filter (CF) 
+ Consistently finds items similar 
in type to those liked in the past. 
 
– Cannot infer whether the items 
are good or bad quality. 

Content filters can recommend new 
items irrespective of their rating 
history.   
However, the content representation 
cannot capture subjective measures 
such as aesthetic quality. 

– Suffers from new item latency 
– ‘Grey sheep’ problem 
 
+ Recommends items using 
endorsements from like-minded users. 

– Cannot infer user’s preference 
for  new types of content.  

ACF can suggest cross ‘genre’ 
recommendations which a content 
filter would never find.  

+ Finds content type other than that 
used by the user in the past. 

– Suffers from new user bootstrap 
problem, but can start retrieving 
‘similar’ content quickly. 
+ Independent of the ratings of 
other users in the system. 

Both systems require historical data 
to begin recommending/filtering 
content. However, content-based 
techniques can ‘query by instance’, 
i.e. find new items ‘similar’ to a 
single instance chosen by the user. 
ACF systems require rating data 
from the active user and other like-
minded users 

– New user bootstrap problem 
 
– Requires large amount of rating data 
from other users. 

 

4.10.1 Combination Methods 

Burke has surveyed the various techniques for combining ACF with other recommendation 

strategies (Burke 2002). He defines 6 combination techniques described in the literature. We will 

outline these techniques, as they are relevant to our discussion in the next chapter of the hybrid 

approach used in Smart Radio. 

Weighted:  

With this technique a prediction on an item is made using a weighted average of the predictions of 

each of the recommender techniques in the system. The P-Tango system, a personalised newspaper 

system, learns the appropriate weights for the ACF filter and the content filter by periodically 

evaluating the success of each filter on the use-data collected by the system for each user. Thus 

each user is assigned different weights for the ACF filter and content filter according to the success 

of each technique operating on its own (Claypool et al. 1999).  Claypool suggests that this 
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technique is appropriate for dealing with grey sheep in which case the content filter will 

predominate until the ACF filter has accumulated enough data to make good predictions. 

Switched:  

Switched systems use a measure of quality to provide recommendations from one recommender 

technique or the other. The DailyLearner system uses a content-based strategy as the primary 

recommendation strategy. If the recommendation cannot be made with enough confidence, it falls 

back on a collaborative strategy (Billsus & Pazzani 1999). 

Mixed:  

Mixed combinations occur where several recommendations are presented together. For instance, 

the PTV system employs a mixed strategy to compile a personalised TV guide for each of its users. 

PTV arbitrates between possible conflicts by allowing the content-based strategy take precedence 

over the collaborative strategy (Burke 2002). 

Feature combination:  

Feature combination systems are essentially content-based techniques in which the collaborative 

data is treated as an additional set of features. Basu et al. (1998) apply an inductive rule learner to 

such a merged dataset and report significant improvements in precision over purely collaborative 

techniques. However, in order to achieve this, content features were manually selected.  

Cascade:  

Cascading combinations employ one recommendation strategy to retrieve a candidate set of 

recommendations that is then refined by a second recommendation strategy. Burke’s revised Entrée 

system, a restaurant recommender, employs a cascaded combination. The content-based 

recommender produces an ordered list of recommendations, while the collaborative recommender 

is used to decide the ordering of tied recommendations (Burke 2000). 

Feature augmentation:  

Feature augmentation refers to a process where the output of one recommendation strategy 

contributes additional features to the input of a second recommender. The GroupLens research 

group has employed content-based filter agents specialised in particular topics as pseudo-users to 

rate new content. These ratings alleviate the sparsity problem and the latency problem for the 

collaborative filter recommender (Sarwar et al. 1998). 

Meta-level:  

In this case the model generated by one recommender is used as the input for another. An example 

of this technique is the Fab system described earlier (Balabanovic & Shoham 1997). 
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Finally, it should be noted that building a hybrid model supposes that good content 

descriptors are readily available which might not be the case for certain domains.  The quality of 

either type of data (content or collaborative) will be the primary factor in deciding a combination 

strategy. 

4.11 Data Ordering and Context Insensitivity 

One serious drawback of ACF is that it is not sensitive to a user’s context. We define context as the 

discourse that informs the user’s current behaviour in the system – their immediate requirements, 

their motivation, their previous experience, their preferences and the knowledge available to them 

(Hayes et al. 2002b). Even though a user’s preference data is an ordered set of ratings collected 

over time, the data is treated in an accumulative fashion by the ACF algorithm. In fact the sparsity 

of the data necessitates taking all ratings into account in order to make sound correlations with 

other users. However, the resulting recommendation set will contain a mix of items reflecting the 

user’s accrued interests. This may not be a real drawback if we are using ACF in its role as a 

passive filter. However, where ACF is required to produce recommendations, its lack of sensitivity 

to the user’s current interests may cause frustration and distrust. In Chapter 5 we will discuss this 

problem further and elaborate our solution which involves employing a lightweight CBR strategy 

to order the ACF recommendations. 

4.12 Observations on ACF and CBR 

It could be argued that the representation issue is not such a defining difference between ACF and 

CBR given that some k-Nearest Neighbour implementations determine similarity, as ACF does, 

with no reference to the semantics of the case features. The difference in representation may be 

only one of degree. Each ACF user profile represents a user’s ‘consumption’ history to date. The 

goal of ACF is to recommend the next step the user should take based on the items in his/her 

profile up to this point. This temporal perspective on ACF has generally been neglected. As such 

we suggest that ACF could be viewed as an attempt to model usage patterns where the goal is to 

suggest the next step in an ongoing process of use. From a CBR perspective we could view the 

ACF recommendation process as a case completion process – an incremental elaboration of the 

user profile based on feedback given by the user (Burkhard 1998). In Chapter 6 we will pick up this 

topic again when we describe the data architecture of our ACF implementation. 

4.13 ACF Systems 

4.13.1 GroupLens 

A collaborative filtering system for larger communities cannot rely upon people knowing each 

other. Researchers in the University of Minnesota published the first research on a Collaborative 

Filtering System that automated the process of finding users with similar interests (Resnick et al. 
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1994). The GroupLens system was in fact an open architecture for the filtering of Usenet articles. It 

consisted of a client news reader that allowed users to rate articles and a server side component 

called a Better Bit Bureau that made predictions for the participating user on each incoming Usenet 

article from a news server. The Better Bit Bureau made predictions using a weighted aggregation of 

the opinions of neighbour users on the article. The client reader sorted the Usenet threads according 

to the maximum predicted score over the articles in the thread. Since users typically spend very 

little time on any single article, a simple keystroke rating mechanism was supported by the client 

reader. To counter the data sparsity problem, later versions of the GroupLens system experimented 

with gathering implicit ratings based on the length of time a user spent reading an article (Konstan 

et al. 1997) and employed content-based filter agents as pseudo-users to rate articles (Sarwar et al. 

1998).  

4.13.2 Ringo 

Ringo was a text-based music recommender system developed at the MIT media lab (Shardanand 

& Maes 1995). Although it was developed independently from the GroupLens project, both 

systems appeared almost at the same time. Shardanand and Maes described their ACF techniques 

as algorithms for automating “Word of mouth” recommendations. Although they evaluated several 

similarity-based algorithms, their approach was much the same as the GroupLens project. Ringo 

allowed its users to rate artists by email and receive messages containing recommendations for 

artists and albums in turn. The web-based incarnation of Ringo formed the basis of the Firefly 

network (www.firefly.com), a popular community-based portal where on-line-users could receive 

recommendations on music, books and movies. The Firefly network was acquired by the Microsoft 

Corporation in April 1998, and subsequently closed. Its popularity is attested to by the fact that 

there is a ‘museum’ website for former Firefly members36. 

4.13.3 Bellcore Video Recommender 

The researchers behind Bellcore Video Recommender took a Computer Human Interaction (CHI) 

perspective on the collaborative filtering task, viewing it as a means of transferring information 

within a virtual community (Hill et al. 1995). They defined several collaborative recommendation 

implementation and design goals which would enable people to share some of the informational 

benefits of belonging to a community without having to accrue the associated communication 

costs, such as time taken to establish a personal relationship. The key ideas behind the Bellcore 

system were that recommendations should not be anonymous. The recommender system should 

make it clear that recommendations originate from people, rather than a black box and there should 

be a clear indication of how much confidence to place in them. This explanatory capacity of 

recommender systems is once again receiving attention (Herlocker et al. 2000).  A novel aspect of 

                                                      
36 http://www.myfireflytown.com/ 
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the Bellcore system was that recommendations could be elicited to fit the preferences of a set of 

people rather than just an individual. Hence the system could be queried for a video that would best 

suit the collective preferences of a group of friends. The Bellcore project also introduced to ACF 

research the idea that there is an upper bound to the predictive accuracy of any system that operates 

with user ratings given that all ratings contain noise, i.e. people may give different ratings a week 

later for the same items. 

4.13.4 Fab 

Fab was an agent-based information retrieval system for the delivery of personalised web pages 

developed at Stanford University (Balabanovic & Shoham 1997). It used a hybrid of content-based 

retrieval and ACF to retrieve a customised set of web pages for each of its users. Primarily, the Fab 

system was a content-based information retrieval system that used a set of collection agents to 

actively gather content on specialised topics. These agents would retrieve topic-specific pages, 

represent them using the vector space model (Salton et al. 1975) and then distribute them to users 

whose profiles sufficiently matched. The standard IR cosine measure (see Equation 4.4) was used 

as a similarity measure between pages and profiles (which were also represented using the vector 

space model). Using the same cosine measure, similarity between the content-based user profiles 

was calculated in order to establish a set of nearest neighbours for each user. When users were 

presented with their selections they were required to rate them. This feedback allowed their user 

profiles to be refined. Pages receiving a high rating were directly sent to a user’s nearest 

neighbours. A selection agent on behalf of each user ensured that duplicate pages, multiple pages 

from the same web site, and previously viewed pages were removed before a set of recommended 

pages was presented to the user. By using the collaborative approach, Fab was able to leverage the 

knowledge of its users to make recommendations that would have escaped the content-based 

recommendation strategy. 

 The Fab system illustrated how the information filtering task could be viewed as a process 

of long-term information retrieval (Belkin & Croft 1992).    

4.14 Conclusion 

This chapter has illustrated the techniques and issues surrounding automated collaborative filtering 

as an on-line strategy for filtering or recommending content. ACF differs from content-based 

filters, such as CBR, in that it does not rely upon representations of the items to make 

recommendations. Instead it uses the ratings of other, similarly minded users to predict whether a 

user will like an item or not. Ratings can be gathered explicitly or implicitly. While explicit 

information may contain more reliable information, it forces the user to work, which he/she may 

not be willing to do unless they are sure of the benefits. Two types of ACF were discussed: model-

based and memory-based. Memory-based collaborative filtering has traditionally performed well in 

terms of prediction, and ability to adapt quickly to user feedback. However, as the data in the 
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system grows, like most lazy learning systems, they impose unacceptable query-time delays. 

Therefore research has been carried out on implementing partially lazy, and full model-based ACF 

algorithms. Model-based algorithms have short query time responses but their training times may 

be too long to deal with a system in which new data is continuously arriving, and fast learning is 

required.  While some eager algorithms out-perform memory-based techniques in terms of 

predictive accuracy in off-line situations, their efficacy in a real time system has yet to be 

demonstrated. We introduce the idea, which we develop in a later chapter, that the ACF 

methodology is similar to an interactive, incremental CBR technique called case completion. 

 ACF techniques have some serious drawbacks. They require a lot of data to work since the 

user–item matrix is typically very sparse. They cannot recommend items that have not been rated 

by another user in the system, nor can they produce recommendations for a user until the user has 

built up a ratings set. If a user cannot be correlated with a group of users, recommendations will 

generally be poor. These weaknesses can be alleviated by the use of a content filter working in 

parallel, if content description is available in the first place.  

 We describe how ACF is insensitive to user context and will make recommendations based 

on the entire user history. These recommendations may be inappropriate to what the user is 

interested in at the moment. In the next chapter we will describe the concept of user context in 

more detail, and show how we augment the ACF technique using CBR to provide context-sensitive 

recommendations. 
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Chapter 5: Recommendation in Smart Radio 

Acting upon recommendations from other people is a normal part of life. We do it when we eat at a 

restaurant on the advice of a friend, or we see a movie having read the review in the newspaper of 

our choice. In each case our decision to act upon a recommendation is based on a matter of trust:  

1. We trust that the recommender has sufficient knowledge of our tastes or of the tastes of 

people like us;  

2. We trust that the recommender has knowledge of the alternatives available. 

3. We trust that the recommender is acting consistently and with our interests in mind. 

By using recommendations we can take a shortcut to the things we like without having to try many 

things we dislike or without having to acquire all the knowledge to make an informed decision. 

Irrespective of the techniques used, the success of the automated recommender is still reliant upon 

the trust of the user, having sufficient knowledge of the user's requirements, and having knowledge 

of the range of items available. 

This chapter will describe the recommendation strategies employed in the Smart Radio 

recommender system. In Chapter 3 and Chapter 4 we examined the pros and cons of content-based 

and ‘content-less’ recommendation services. Smart Radio makes use of both strategies to 

recommend selections of music to its listeners, and to allow its listeners to find new music. We 

introduce the unit of recommendation in Smart Radio, the playlist, a compilation of 10 music items 

designed to give about 40 minutes of listening time. Unlike most examples of recommender 

systems, the Smart Radio System is concerned with recommending composite objects rather than 

single objects.  

 Given that recommender systems generally operate as augmentative systems within larger 

application systems, their purpose is to help the user exploit the resources available within the 

larger application domain. Therefore, when employing a recommender system, the goal is to 

translate continued user satisfaction into continued use of the system resources. Typically 

recommender systems are designed to recommend new items only. However, in the case of Smart 

Radio this strategy is inappropriate for listeners who prefer a music mixture that includes items 

they have previously listened to. We describe three techniques for managing a domain where 

previously ‘consumed’ items may be recommended again (novelty weight, a re-use window, 

refractory periods).  

 The filtering/recommendation of audio resources has its own difficulties. Chief amongst 

these is the absence of good content description required by content- or knowledge-based systems. 

This drawback is conventionally overcome using Automated Collaborative Filtering (ACF) where 

the similarity between users is leveraged in order to make recommendations. Apart from the 
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obvious advantage of a ‘knowledge-light’ approach to recommendation, ACF is often attributed as 

being able to find recommendations that would otherwise escape content-based recommender 

strategies. This is because it relies upon user preferences that may capture subtle qualities such as 

aesthetic merit that are difficult to encode into content-based systems. As we have described in 

Chapter 4, ACF does have well documented drawbacks such as the problem of bootstrapping new 

users and new content into the system. Furthermore, ACF techniques are not sensitive to the user’s 

‘local’ or contextual requirements.  One of our primary concerns was to leverage the light content 

description available to us to improve this aspect of the ACF recommendation process. 

Accordingly we describe our implementation of a novel hybrid recommendation system in which a 

lightweight case-based strategy provides context-sensitive ordering to the recommendations 

provided by the ACF module. 

 

5.1 The Playlist 

The unit of recommendation in Smart Radio is the playlist, a compilation of 10 music tracks 

assembled by one listener and recommended to other like-minded listeners.  

 The design goal in Smart Radio was to provide a personalised service of streaming music 

using a recommendation system to suggest suitable compilations of music to listeners. Smart Radio 

uses a streaming service which has the advantage in that it allows a programme of music to be 

immediately delivered to the listener. Rather than automatically compiling playlists, the Smart 

Radio approach is to allow listeners to compile playlists that can then be recommended to other 

listeners using a combination of ‘content-less’ and content-based recommendation strategies. By 

using a playlist of music as the unit of recommendation, the work and knowledge involved in 

putting together a new compilation of music is distributed to other listeners. Our original 

hypothesis was that the playlist format would also capture the implicit ‘rules of thumb’ that people 

may use when putting together selections of music, such as ‘don’t mix techno and country’. As we 

discussed in Chapter 4, this type of aesthetic knowledge is difficult to formalise. However, this 

hypothesis has been tested to breaking point by the eclectic tastes of our listeners. 

 The playlist format is also attractive in that it also allows individual users to become 

producers, compiling selections of music with the view that the selection will be passed on to other 

listeners. This is often reflected in the titles Smart Radio listeners give to their playlists (Figure 

5.1). As we discuss in the next chapter, users who actively engage with the community in this way 

are central to keeping the recommendation process running in Smart Radio. 

 In terms of music delivery the playlist is a well understood format.  Music is generally 

played as part of a collection, whether on a CD or on the radio. Popular music compilations 

repeatedly rate highly amongst the best selling CDs every year.  Despite this, the music industry 

has never put in place techniques whereby people could purchase custom-made compilations, even 

though this activity was commonly carried out by consumers using blank tapes and, of late, 
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recordable CDs. A common offshoot of this activity is that homemade compilations are swapped or 

given as gifts despite the fact that this contravenes copyright. Furthermore, the increasing use of 

peer-to-peer file-sharing software has enabled the web-savvy music listener to pick and choose 

music tracks at will. However, unlike file-sharing networks, a streaming service like Smart Radio 

means that delivery and playback happen at the same time.  

 

 

Figure 5.1: A playlist built by Smart Radio user, coylel, dedicated to another user, Patrick 

 

5.2 Recommending Playlists 

5.2.1 Simple ACF Strategy 

Each listener in Smart Radio has a listening history consisting of a number of playlists made up of 

10 component tracks. The listener may have explicitly rated individual tracks in each playlist, or 

have played tracks repeatedly from which we can implicitly infer feedback as we describe in 

Section 6.4.  Using this data we can build a user–item matrix similar to that illustrated by Table 4.4. 

However, since playlists are composite objects, correlations are made between listeners based on 

the artists or tracks in their playlist history rather than on the playlists themselves. Two listeners 

may be highly correlated based on the overall component tracks/artists they have listened to, even 

though they may not have listened to the same playlists.  

Correlation base 

In Chapter 4 we discussed the problem of data sparsity in ACF systems. There are two principle 

effects of data sparsity. One means that correlations between users may be based on very few items 

in common. Secondly, basing correlations on single items does not take into account the latent 

relationship between items.  Billsus and Pazzani used Latent Semantic Indexing to reduce the 
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dimensionality of a ACF user-rating set, thus implicitly discovering the higher level relationship 

between items based on user ratings (Billsus and Pazzani 1999). 

 Since all our music tracks are indexed under artist and genre titles, by default we correlate 

users on the artists they have in common. The effect of this is to reduce the ‘item’ dimension of our 

user-rating matrix from 4131, the number of tracks in the database, to 333, the number of artists. 

As we see in Chapter 7, this does not cause a significant change in prediction accuracy of our ACF 

algorithm. It does mean much quicker neighbourhood computation, lower memory overhead and, 

importantly, a much faster bootstrap process for the new user. These issues will be discussed in 

greater detail in the next chapter, System and Data Architecture. 

Making a prediction 

Making a prediction on a playlist involves making a prediction for each of the component tracks 

where we do not have any explicit or implicit feedback. To make a prediction for each track we can 

employ Equation 4.7, where the vote is the weighted average of the normalised vote of each 

neighbour. 

 Table 5.1 illustrates a typical playlist where there are three tracks that the user has rated 

previously and where we have made predictions for six of the component tracks. The status field 

refers to whether a score is known for a particular track (k), has to be predicted (p) or is unknown 

(u). In the case of u, the score allocated is the listener’s average rating.  

Table 5.1: A playlist with known and predicted scores 

Track Id Status k/p Score 
127 k 0.8 
23 p 0.4 
45 k 0.6 
78 p 0.8 
206 p 0.6 

1266 p 0.6 
587 p 1.0 
13 p 0.8 
234 k 0.8 

1500 u 0.6 
 

As shown in Equation 5.1, the overall prediction, op, for the playlist is the sum of the predicted and 

known scores for the tracks in the playlist, divided by the number of tracks in the list. 

 

Equation 5.1 

( )
op

k p u
n

=
+ +∑ ∑ ∑  

 

 

Thus, the overall score for the playlist in Table 5.1 is 0.7. However, the playlist recommendation 

set is ranked, not according to the overall score of the playlist but according to a weighted score 

where the weighting refers to a user-defined constraint that we call the novelty weight.  
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Novelty weight 

This weight was introduced in response to listener criticism that an earlier version of Smart Radio 

did not take into account listener preferences for receiving new music. Unlike other 

recommendation domains the recommendation service in Smart Radio is firmly tied to its 

simultaneous content delivery service. People receive recommendations and can act upon them 

immediately. Given that people normally listen to music they like more than once, the 

recommendation strategy employed should adapt to take this into account. Typically recommender 

systems are designed to recommend new items only. However, a strategy biased towards 

recommending new items only may be disagreeable to users who prefer a music mixture that 

includes items they have previously listened to.  Given that a playlist is a composite object, it will 

typically contain a mixture of new music items and items the user is familiar with. When making 

an overall prediction for the playlist, a decision needs to be made on how to weight the known 

scores with respect to the predicted scores of the composite tracks. In Smart Radio v1 (Hayes & 

Cunningham 2000), we viewed the task as purely that of recommendation of new music. Thus we 

gave greater weight to predicted items in the playlist which produced recommendation sets biased 

towards playlists made up of a lot of ‘unknown’ music. For some listeners this was a benefit, but 

for others receiving such recommendations required an investment that they were unwilling to 

make. 

 To address this issue, the Smart Radio system now allows listeners to indicate a preference 

for the amount of new music (novelty) they wish to receive in each playlist. The novelty weight lies 

on a scale of 0 to 1 where a higher score indicates a partiality for new music in each playlist. 

 

 

Figure 5.2: The novelty preference in Smart Radio 

 

Equation 5.2 gives the weighted prediction, wp, for the playlist in Table 5.1 where w refers to the 

novelty weighting. 

 

Equation 5.2 

( )(1 )
wp

w k w p u
n

=
− + +∑ ∑ ∑  
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Using Equation 5.2, the score for the playlist where the listener has specified a low novelty factor 

(0.25) is 0.285.  

 
(0.75(0.8+0.6+0.8) + 0.25(0.4+0.8+0.6+0.6+1.0+0.8+0.6))/10 = 

0.285 

The score for the playlist where there is a relatively high novelty factor of 0.75 is 0.415. 
(0.25(0.8+0.6+0.8) + 0.75(0.4+0.8+0.6+0.6+1.0+0.8+0.6))/10 = 

0.415 

 

The playlist recommendation sets are then ranked according to the weighted prediction of each 

playlist, and the top N playlists can be displayed to the user. Thus the recommendation strategy is 

guided by the user’s preferences. Swearingen and Sinha’s study of user-satisfaction in 

recommender systems (Swearingen & Sinha 2001) demonstrated that users were inclined to be 

more accepting of automated recommendation where ‘trust-generating’ items were included in the 

recommendation set. In this context we can view the novelty weight as a technique for including 

‘trust-generating’ items. 

 The realisation that the recommendation task should be sensitive to how people use the 

system assets, led us to redevelop the Smart Radio recommendation strategy to cater specifically 

for our listeners. In the next section we describe four further techniques to this end: context 

sensitivity, playlist-reuse, refractory periods and adaptation flagging. 

Playlist reuse window 

Given that people normally listen to music they like more than once, Smart Radio is able to recycle 

playlists that people have played in the past. This is different from most recommender systems or 

information filtering systems where it is expected that the recommendation set will always contain 

previously unseen items. Smart Radio has the facility to recycle playlists every 30 days. On each 

recommendation request the recommendation algorithm checks whether two conditions are met.  

1) That the top rated ACF playlist has an un-weighted prediction greater than the average 

track rating calculated for the user.  

2) That the number of recommendations returned is greater than 2/3 of what was requested. 

Each ACF request looks for 75 playlists. These are then sorted according to context, as we 

describe in the next section, and the top lists displayed to the user. 

If either of these conditions evaluates to false, the system re-samples the candidate lists including 

lists the user has already listened to outside the previous 30 days. This is repeated until the 

conditions are met. 

 This technique caters for users who use the system heavily, exhausting the supply of new 

playlists that are being produced by their neighbours. As we discuss in Section 6.5.2, new playlists 

fuel the recommendation process, and their scarcity can be a bottleneck in recommending new 

material for users who use the system a great deal. 
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5.3 Context Boosting ACF 

As we discussed in Chapter 4, the user’s interaction with an ACF-based system is usually of a 

sustained nature involving a dialogue that may last from a few minutes to a few months or years. 

The basic ACF methodology involves lazily making recommendations using the full user history. 

However, ACF is not sensitive to the ordering of the usage data.  The ACF algorithm assumes that 

the unordered dataset represents the cumulative interest at time t whereas only a portion of the data 

may be pertinent to the user’s requirements at time tn. 

 Although the data informing an ACF profile does have an ordering relation (it represents a 

trace of the user’s usage pattern over a time period), this relation is not represented in the ACF 

profile. Correlation between users is based on the unordered set of items in each profile so that any 

information associated with the original ordering, including the user’s current interests, is 

discarded. Thus, ACF recommendations are produced without sensitivity to what items would be 

most useful to the user according to their most recent activity. 

 The diagram in Figure 5.3 illustrates this issue. The topmost coloured bar indicates the 

range of ‘topics’ in which a particular user is engaged over time in a generic domain. The coloured 

bars represent the type of the item in use at a point on the time line. 

 

tn

items

type

tkt0

 

Figure 5.3: The ACF algorithm assumes that items of all types (coloured bars) are equally important at time tn 

This example is based on the presumption that we can determine type easily from content 

description of the items being used. The typical ACF-based recommender system may make 

recommendations for items of all types at the current query time tn. However, in many domains 

where a user may be engaged in specialised activity, such as reading documents on a particular 

subject, or listening to music of a particular genre, many of these recommendations will be 

inappropriate and untimely. The problem is how to determine what the user’s interests are at a 

particular point, and make recommendations that cater to those specific interests. This is 

complicated by the fact that many ACF recommender systems operate in domains where there is 

very little content description, making it difficult to ascertain the transitions between interests of a 

particular type. 

 One technique to address this might be to use only a relevant portion of the user’s profile 

(for instance items consumed between tk and tn) and then make ACF recommendations using this 

reduced profile. Isolating the subset of items that are relevant to the current listening context will 

be difficult, particularly in a domain where there is not much content description. Secondly, there is 

no guarantee that our user will receive recommendations of the relevant type if his nearest 
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neighbours also have eclectic interests. This technique has the added drawback that few neighbours 

may be correlated on a subset of the user-profile. An alternative technique would be to correlate 

neighbours based on a full user profile, and then extract candidate items of the relevant type. Again 

this requires content description to be available. 

5.3.1 Context 

This concept of isolating localised interest has been referred to in user-modelling research as 

context. It is a slippery term that has a wider variety of meanings as it is also used to describe sets 

of environmental parameters in the area of ubiquitous computing (Schlit et al. 1994). Our use of the 

term is similar to what would be termed ‘task context’ within the same community. This is a 

description of the explicit goals, tasks, actions, background and activities of the user at a particular 

time and place. The objective in isolating context in user modelling is that tasks being undertaken 

by the user may be anticipated and a portion of the work carried out automatically in advance.  

An example of such a technique in the field of Information Retrieval is Watson (Budzik et 

al. 1998), an application which monitors the user’s current writing or reading behaviour on desktop 

applications such as Microsoft Word or Internet Explorer.  Using information retrieval techniques 

for content analyses, Watson automatically issues requests to search engines in order to retrieve 

related material. Another such system is Letizia (Lieberman 1997, Lieberman et al. 2001), an 

application that tries to predict the most relevant links the user should explore based on the pages 

he or she has viewed in the previous session. Letizia operates concurrently while the user is 

browsing, building a keyword-based user profile of the current browsing session. It downloads 

linked pages and generates a score for each link based on the user-profile. Letizia presents a set of 

links that indicate a predicted preference ranking according to the current state of the profile. 

Both Watson and Letizia have been termed ‘Reconnaissance’ applications (Liebermann et 

al. 2001). In both cases the user-profile is a short-term representation of the user’s current interests 

designed to capture the context of the current task undertaken by the user. The context is a content-

based representation of items currently being used. This can be viewed as an approximation of a 

task-based representation where the user’s explicit task goals are known. Obviously the 

approximation is noisy because it is based upon an implicit concept of the user’s interests. If the 

user digresses or switches subject while researching a topic, both reconnaissance aides will require 

time to respond. However, the advantage of an implicitly generated profile is that the user does not 

need explicitly to describe his/her goals, prior to working. Measuring the success of the short-term 

user profile is a difficult issue. The problem boils down to analysing the correctness of the ranking 

of recommendations according to their relevance to the user profile. Whereas analyses of 

recommender systems have been reliant on off-line machine learning evaluation, ranking problems 

such as these are not as easily studied in on off-line manner. In Chapter 7 we present an evaluation 

technique suited to measuring the success of contextually motivated recommendations. 
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5.3.2 Context in Smart Radio 

As we illustrate in Figure 5.4, our goal is to enhance the usefulness of an ACF-based system by 

using a lightweight content-based strategy like CBR to rank ACF recommendations according to 

the user’s current interests. The darker shaded cases in the diagram indicate ACF recommendations 

that are most similar to the user’s current context. The key issue in this is to determine a 

representation for the user’s current interests. 

 

Figure 5.4: ACF primes a portion of the Case Base. Primed cases are ranked by similarity to the user’s context. 

Unlike the examples of the reconnaissance aides described earlier, which used automated content 

analysis of text documents to build a short-term user profile, the Smart Radio domain suffers from 

a deficit of good content description. Our objective is to enhance the ACF technique where very 

little content is freely available, and where the knowledge engineering overhead is kept to a 

minimum. 

Task boundaries/Session boundaries 

One of the difficulties in determining context is the delineation of where a user task ends and 

another begins. To illustrate this we will look at this in a situation where we have a large amount of 

content description.  In information retrieval terms we can view each task as being composed of a 

series of subject-related queries.  Were we able to delineate k primary areas of interest based on a 

long-term analysis of retrieved pages, we would still have the problem of determining when a 

retrieval task associated with one subject area begins, given that the earliest trigger would be in the 

form of query terms, which are often very sparse. Once the user has started to read retrieved pages, 

however, a context analyser module would have a much better indication of the subject area being 

researched since the page content will be much richer than the query terms.  

 In the case of the music items in Smart Radio, we make use of the meta-information freely 

available in the ID3 tag of the mp3 file. Most mp3 ripping software includes this information in the 

last few bytes of the mp3 file itself. The type of information typically available is TrackName, 

artistName, albumName, genre and date. However, since this information is often voluntarily 

uploaded to sites such as the CD database (www.cddb.com), track information needs to be scanned 

for inaccuracies in spelling and genre assignation. Furthermore, we do not use the potentially useful 

date feature since it is often missing or inaccurate. 
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Context event 

Smart Radio is a closed domain with a finite number of playlist resources. By setting a playlist to 

play the user triggers a context event. The contents of the playlist are assumed to indicate the user’s 

current listening preference. We term this contextualising by instance. In the taxonomy suggested 

by Lieberman, this is a ‘zero input’ strategy in which the system uses a short term, implicit 

representation of the user’s interests (Lieberman et al. 2001). Rather than extracting features from 

the playlist in a manner similar to Watson or Letizia, we transform the playlist representation into a 

case-based representation where the case features indicate the genre/artist mixture within the 

playlist. Given that the playlist is a compilation, the goal is to capture the type of music mix, using 

the available features that would best indicate this property. Using the playlist format we are thus 

able to produce a much richer composite representation of the music being listened to than if we 

were looking solely at track descriptions. 

 By using the most recently played playlist as an indicator of the user’s current interests we 

also solve the practical problem of having to develop a user-profile representation which is 

compatible with the representation used by the playlists. 

 

 

Figure 5.5: A playlist represented in terms of its genre/artist composition 

5.3.3 Case Representation 

We have two feature types associated with each track, genre_ and artist_. The meaning we 

are trying to capture by our case representation is the composition of a playlist in terms of genre 

and artist, where we consider genre to be the primary feature type. The most obvious way to 

represent each case is to have two features, artist and genre that contain an enumeration of 

the genres or artists in each feature. Such a case representation is shown in Table 5.2. However, 

this case representation does not adequately capture the idea of a compilation of music tracks, in 

that it ignores the quantities of each genre/artist present in the playlist. For instance the fact that 
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genre_7 dominates this playlist is not at all represented here. Thus our case description must 

contain the quantities of individual genres and artists within each playlist. 

 Furthermore, our case representation should not ignore retrieval issues. Even though we 

only have two features, the enumerated set of values for each feature means that similarity 

matching will require an exhaustive search through the case base.  Since many cases will have no 

genres or artists in common, this is highly inefficient.  Our goal is to produce a case representation 

that allows us to index closely matching cases, so that retrieval takes place only over the relevant 

portion of the case base. Finally, since one of the advantages of an instance-based representation is 

the ease with which explanations can be derived from retrieved cases, our case representation 

should be an intuitive depiction of what constitutes a compilation of music tracks. 

Table 5.2: A playlist representation with no information on the quantities of genre or artist types 

Case Id playlist_930 

genre_ g_1, g_11, g_17, g_7 

artist_ a_1201, a_1207, a_1234,a_1294….. a_1118 

 

The case representation we used in Smart Radio is illustrated in Table 5.3. We have combined the 

features (genre_, artist_) and values from Table 5.2 to produce a representation that captures 

the composition of the playlist in terms of the quantity of genres and artists present. This 

representation also allows each case to be represented in a retrieval-efficient memory structure such 

as a Case Retrieval Net which we discuss further in Section 5.4. 

 The case mark-up demonstrated in Table 5.3 is an example of CBML v1.0, Case Mark-up 

Language, which we developed to represent case data in distributed web applications (Hayes, 

Doyle & Cunningham 1998).  In this example only a portion of the artist_ features are shown. 

All cases in Smart Radio are represented in the CBML format. More recent work on this format is 

described in Coyle, Cunningham and Hayes (2002). 

Table 5.3: CBML representation of a playlist with genre_/artist_ feature types 

<case> 
<casedef casename="playlist_930"> 
<attributes> 
  <attribute name="genre_1">1</attribute> 
  <attribute name="genre_11">2</attribute> 
  <attribute name="genre_17">3</attribute> 
  <attribute name="genre_7">4</attribute> 
  <attribute name="artist_1201">1</attribute> 
  <attribute name="artist_1207">1</attribute> 
  <attribute name="artist_1234">1</attribute> 
 … 
  <attribute name="artist_1118">2</attribute> 
</attributes> 
</casedef> 
</case> 

 

The transformed playlist has two types of feature, genre_ features and artist_ features.  The 

maximum number of features in a playlist is 20 where it is composed of 10 separate genres and 10 
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artists. The minimum number of features a playlist can have is  two, in which case the playlist 

contains tracks by the same artist, and with the same genre. 

 The currently playing playlist is used as the target for which we try and find the most 

similar cases available in the recommendation set. Playlist similarity is determined by matching the 

proportions of genre and artist contained in a playlist. Figure 5.6 gives a simple example using just 

the genre_ features.  The target playlist containing 5 folk tracks, 3 jazz tracks and 2 alternative 

rock tracks is similar to playlist A with 4 folk tracks, 4 jazz tracks and 2 alternative rock tracks, but 

less similar to playlist B with 1 folk track, 3 jazz tracks and 6 alternative rock tracks. Although each 

candidate playlist contains the same genres as the target playlist, the proportion of genres in playlist 

B is clearly less close to the proportion of genres in the target.  

 

 

Figure 5.6: A target playlist and three playlists with differing degrees of similarity 

5.3.4 Feature Weights 

When calculating playlist similarity we apply two weights to these features: a feature type weight 

and a feature query weight. 

Feature type weight 

The first, the feature type weight, is general across each query and represents the relative 

importance of each type of feature. We consider the genre_ type more important in determining 

the property of playlist mix and allocate it a weight of 0.7. The artist_ type features receive a 

0.3 weighting. The reason for this is that artist features are essentially used to refine the retrieval 

process, boosting those playlists that match well on the genre_ type features. This is particularly 

pertinent where a target playlist contains a lot of tracks by one artist. Playlists that match well on 

the genre_ features are then boosted by the contribution of the artist_ features, pushing those 

lists with the artist to the top of the result set. 
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 The artist_ features also implicitly designate the degree of mix of the target playlist. A 

playlist with one or two artists and one or two genres will match playlists with a similar mix while 

a playlist with a larger selection of genres and artists will tend to match similarly eclectic playlists. 

 However, we recognise that the weights allocated to each feature type are based only on 

our view of playlist similarity. This is an inexact science based on a subjective analysis, and 

certainly different weight proportions per listener could be allocated were we able to easily capture 

each listener’s outlook on playlist similarity. This subjective notion of similarity in CBR has been 

termed utility (Bergmann et al. 2001). Stahl (2001) and Branting (2003) have proposed some 

techniques for determining local utility measures, but in the context of Smart Radio it is difficult to 

see how these could be applied implicitly i.e. without explicitly asking the user to rate how well 

playlists are matched. 

 

Feature query weight 

The second weight, the feature query weight, is query specific and is determined by the 

composition of the target playlist. The feature query weight represents the degree of importance of 

each feature in determining similarity. The feature query weight is given by calculating the 

proportion of the feature type that is represented by each feature. For instance, if we consider the 

genre_ feature type, the feature query weight of the genre_17 feature is 3/10, where the 

denominator is the total value for the genre_ feature types in the target case. Thus, the feature 

query weight for feature i of type t can be given as  

 

Equation 5.3 
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where ,t if  is the value for feature i of the target case. The denominator is the summation of values 

for features of type t. 

 The overall weight, ow, for each feature is the product of the feature type weight and the 

feature query weight. 

Equation 5.4 

ow = feature type weight  * feature query weight  

 

 

Accordingly, for the playlist case in Table 5.3 the similarity weights for each feature are shown in 

Table 5.4. In this example not all the artist_ features are shown. 
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Table 5.4: The table illustrates how weights are calculated on a per query basis 

feature feature type weight * feature query weight Overall Weight 
genre_1 0.7 × (1/10) 0.07 
genre_11 0.7 × (2/10) 0.14 
genre_17 0.7 × (3/10) 0.21 
genre_7 0.7 × (4/10) 0.28 
artist_1201 0.3 × (1/10) 0.03 
artist_1118 0.3 × (2/10) 0.06 

 

Similarity metric 

The similarity measure we use is given by Equation 5.5. This measure, which is a modified form of 

a similarity measure known as the weighted city block measure (Equation 5.6), was chosen because 

it works well in matching cases where missing values occur. The commonly used Euclidean based 

measure shown in Equation 5.7 was not used because it tends to privilege cases with missing 

values above cases with full case descriptions. In the Smart Radio system the target case defines 

the features required in each query. Thus the features given by the case in Table 5.3 are those that 

will only be considered during retrieval. Hence, on a query basis many playlist cases can be 

considered to have missing attribute values with respect to the target case. 

 However, since each case is fully specified in its own right, many matching cases may 

contain genre_ features that are not relevant to the query. Even though the candidate case may 

closely match the target in terms of the features they have in common, the presence of irrelevant (or 

unsuitable) features may mean that the case is less useful than another case that only contains the 

target features. For this reason we apply a similarity adjustment, c, to each retrieved case that is 

based on the proportion of the playlist which contains the genre features specified by the target (see 

Equation 5.8). This weight diminishes similarity scores that are based on a partial match with the 

genre_ features of the target, and preserves similarity scores that are based on full matches. An 

example of the similarity calculation is given in the next section. 
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Equation 5.5 
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Equation 5.8 

number_tracks_with_target_genres

total_number_of_tracks
c =  

 

 

Example similarity calculation 

We use the playlist illustrated in Figure 5.5 entitled Hazey Jane Tunes (and reproduced again in the 

top left of Figure 5.8) as our target case.  We carry out a similarity-based ranking of the three 

playlists shown in Figure 5.8. The key features for retrieval are the genre_ features. In this 

retrieval scenario playlists that match the folk, r’n’b/soul, jazz and blues composition of this playlist 

will score highly.  Each playlist is converted to a case representation illustrated by the CBML 

excerpts in Table 5.6. In order to make our example as clear as possible, the artist_ features are 

not represented in this figure. Using the weights calculated in Table 5.4, the similarity scores for 

each playlist are listed in Table 5.5. 

 

Table 5.5: The ranking of the three playlists according to similarity to the target playlist, playlist 930 

Rank Playlist genre_ features 
matched 

Percentage of playlist  
composed of target genre_ 
features 

Score adjustment 
(c)  

Similarity 
Score 

Adjusted 
Score 

1 949 4/4 100 1 0.74 0.74 
2 962 3/4 100 1 0.5 0.5 
3 964 3/4 80 0.8 0.6 0.48 
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Figure 5.7: The figure illustrates the similarity between the target playlist and three other playlists 

 

Figure 5.7 illustrates the need for a similarity adjustment where a similarity score between cases is 

based on a partial match. While playlist 962 is missing the target feature genre_17, the case is 

composed solely of features given by the target case.  Playlist 964, however, while missing a target 

feature, genre_1, also contains an extra feature not specified by the target, genre_6. Given 

that playlist 964 contains 8/10 tracks described by the target genre_ features, we apply a 

similarity score adjustment of 0.8. Without this adjustment, playlist 964 would outrank playlist 

962, which in terms of overall playlist similarity, is a better match for the target.  
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Target playlist: 930 
 

Playlist: 949 

Playlist: 962 

 

Playlist: 964 

 

Figure 5.8: The target playlist and three playlists represented in terms of their genre_ compositions 

 

Table 5.6: The four playlists represented as CBML cases (the artist_ features are not shown) 

<case> 
<casedef casename="playlist_930"> 
<attributes> 
 <attribute name="genre_1">1</attribute> 
 <attribute name="genre_11">2</attribute> 
 <attribute name="genre_17">3</attribute> 
 <attribute name="genre_7">4</attribute> 
</attributes> 
</casedef> 
</case>> 

<case> 
<casedef casename="playlist_949"> 
<attributes> 
 <attribute name="genre_1">3</attribute> 
 <attribute name="genre_11">1</attribute> 
 <attribute name="genre_17">1</attribute> 
 <attribute name="genre_7">5</attribute> 
</attributes> 
</casedef> 
</case> 

<case> 
<casedef casename="playlist_962"> 
<attributes> 
 <attribute name="genre_1">2</attribute> 
 <attribute name="genre_11">1</attribute> 
 <attribute name="genre_7">7</attribute> 
</attributes> 
</casedef> 
</case> 

<case> 
<casedef casename="playlist_964"> 
<attributes> 
 <attribute name="genre_11">2</attribute> 
 <attribute name="genre_17">5</attribute> 
<attribute name="genre_7">1</attribute> 
 <attribute name="genre_6">2</attribute> 
</attributes> 
</casedef> 
</case> 
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5.4 Integrating Context Ranking and ACF  

Integrating the ACF procedure and similarity-based context ranking requires weighing up a number 

of factors. Burke (2002) suggests that a hybrid strategy must be a function of the characteristics of 

the recommender systems being combined (Burke 2002). For content and collaborative 

recommender systems this is largely dependent on the quantity and quality of data available. 

Another factor is the history of the application: is it new, in which case both techniques are 

untested, or is the proposed hybrid an enhancement of an already running system.  

 For historical and logistical reasons the quantity and quality of the ACF data in the Smart 

Radio system is greater than the content data. Smart Radio has a greater amount of ACF data 

because it was originally designed and run as an ACF-based playlist recommender system (Hayes 

& Cunningham 2000). Content-based recommendation systems at least require a content extraction 

process and, in the case of knowledge-based system, they may also require a knowledge 

engineering process (Burke 2002).  The content extraction process in Smart Radio involved mining 

the ID3 tags in each mp3 file which contained the genre_ and artist_ information. As such it 

was a lightweight, inexpensive process. However, the information it yielded was not particularly 

rich, as obtaining content description for music is particularly difficult, as we discussed in 

Chapter 2.  

5.4.1 ACF/Content-Based Cascade Architecture 

The content-based strategy in Smart Radio was never designed as a stand-alone recommendation 

strategy. Rather it evolved through our identification of weaknesses in the ACF strategy used in 

version one of the system. This primarily involved the insensitivity to user-context which we 

described in Section 5.3. For this reason, the content-based strategy was always designed as an 

augmentation to the primary ACF strategy.  Since one of the benefits of ACF is its knowledge 

‘light’ approach to recommendation, our goal in designing a hybrid, content-based approach was to 

augment the ACF process with a similarly lightweight content-based strategy. 

 Within the taxonomy of hybrid strategies suggested by Burke, the Smart Radio hybrid is 

best described as a ‘Cascading’ system (see Section 4.10.1). This involves a staged process where 

one technique produces a candidate set which is then refined by a secondary process. Burke 

identifies the EntréeC system as the only other hybrid system using a Cascading strategy. In the 

EntréeC system, a content-rich, knowledge-based system is the primary means of recommendation. 

A light ACF system is employed to decide between tied recommendations produced by the first 

stage by promoting those recommendations that have been ‘endorsed’ by EntréeC users. Like 

Smart Radio, EntréeC used a single recommendation strategy (in this case content-based) for a 

considerable time until it was augmented quite recently by the secondary ACF technique. The 

Smart Radio system, on the other hand, uses ACF as its primary recommendation strategy, which is 

then refined by a content-based process. As a result of this, Smart Radio is an automated 
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recommendation system whereas EntréeC requires the user to explicitly enter the terms of their 

restaurant requirements.  

 The Smart Radio approach is to use the full user profile for ACF recommendations but to 

then refine these recommendations based on similarity to the current context. The implementation 

of this strategy is a type of MAC/FAC retrieval well known amongst CBR researchers (Gentner & 

Forbus 1991). In a novel slant on this we integrate the ACF process into this retrieval strategy. 

5.4.2 MAC/FAC 

Gentner and Forbus’ MAC/FAC (Many Are Called but Few Are Chosen) retrieval technique has its 

origins in cognitive science where it was suggested as a model of the memory access exhibited by 

human beings. The technique involves a two-stage retrieval in which the MAC component 

provided a relatively inexpensive wide search of memory based on a surface representation of the 

problem. The FAC stage pruned the results from the MAC stage using a much more rigorous 

examination of the structural representation of each case. In applied CBR the technique has become 

understood as a two-stage retrieval in which a wide net search is followed by a refinement stage. 

Our use of the term is in this context. Our implementation of the two-stage retrieval is novel in that 

the first stage (MAC) is carried out by the ACF module, which returns an initial set of results.  The 

second stage (FAC) involves similarity-based ranking of this result set according to the user-

context. 

Case memory 

The Smart Radio case memory consists of the total number of playlists in the system organised as a 

case retrieval net with each case represented in terms of its constituent genre_ and artist_ 
features. Each playlist case can be considered to have missing features since it is impossible for a 

single playlist to contain all possible genre_ and artist_ features.  As illustrated in Figure 5.9, 

the case retrieval net structure will only link those cases with features in common. This ensures 

optimal retrieval while only traversing the relevant portions of case memory (Lenz 1999). 

 

 

Figure 5.9: A schema of the playlists indexed using a case retrieval net 
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The output for the ACF module is a set of candidate playlists. These are the playlists the system has 

found using the resources of the ACF neighbourhood. The key idea at this point is that only a 

portion of these may be particularly relevant to the user at this time. Each retrieved playlist has a 

caseIndex which refers to the playlist case retrieval net. The set of candidate caseIndexes 

primes a subset of the case retrieval net. The context playlist is then presented as a target case. 

Retrieval involves a spreading activation process through the primed subset of the case retrieval 

net.  The playlists with the highest activation after this process are those that are most similar to the 

target playlist. The overall activation metric is the similarity score calculated using Equation 5.5. 

The top 5 playlists are then ranked according to their activation score.  

 

Figure 5.10: The darker shaded cases in the third stage indicate cases which best match the listener’s current 

listening context 

5.4.3 Presenting Recommendations 

The presentation strategy employed by Smart Radio is to give the user a list of ten recommended 

playlists per page.  Smart Radio users can view the contents of any playlist with a single mouse 

click. By default, the top recommended playlist is displayed automatically. The further a list is 

from the top, the less likely the user will view it (Swearingen & Sinha 2001). For this reason, the 5 

most similar playlists to the context playlist from the user’s overall recommendation set are 

displayed at the top of the Smart Radio home page. Users quickly understand that the top 5 

recommendations are particularly relevant to their listening interests at the time. After the first five 

playlists the recommended lists are displayed according to the predicted vote of the ACF module. 

In Chapter 7 we describe how we amend this presentation strategy when we are evaluating the 

efficacy of our context-based recommendations. 
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Figure 5.11: The top five playlists at any time are context-sensitive playlists 

5.4.4 A Sliding Window to Cater for Negatively Rated Playlists 

Up to this point we have suggested that the context-based ranking depends upon the contents of the 

most recently played playlist. However, in order to cater for negatively rated items in a playlist, the 

context analyser module uses the previous 10 non-negatively rated items the user has played. This 

is to avoid the situation whereby the context ranking process presents several more playlists similar 

to a playlist that the user did not particularly enjoy. In the case where a playlist contains negative 

ratings, the context analyser fills their place with positively rated tracks taken from the previous 

playlist.  In effect this is a sliding window of size 10 on the previous non-negatively rated tracks. 

We discuss this issue again in the next chapter. 

5.4.5 Recommendation Timing Issues 

When the user logs into Smart Radio his/her recommendations are recalculated. These 

recommendations are then stored in the Smart Radio database.  New recommendations are 

recalculated every 20 minutes for the online user, if he/she has issued feedback to the system. This 

feedback may be explicit rating of artists/items, playing a playlist or changing a user preference 

setting.  In the intervening period, recommendations are loaded from the database. When a user 

plays a playlist the recommendation context-sensitive ranking process is triggered and the playlist 

CRN is primed with case indexes extracted from the recommendation database. As described 

before, retrieval takes place only over the primed cases in the case memory. This process is 

relatively inexpensive and can be performed synchronously. Thus the re-ranking of 

recommendations prompted by the playing of a playlist is immediately available to the user. The 

next chapter will deal with recommendation timing issues in greater detail. 
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5.4.6 Refractory Period 

Earlier in this chapter we described a user preference, novelty, that directly affected the amount of 

new music the user would find in his/her playlist recommendations.  However, even if a user 

specifies a low novelty setting, we make the assumption he/she does not want to receive playlists 

with the same tracks within the current time frame. There is a danger that this could occur with the 

context ranking process whereby the most similar playlists to the currently playlist may contain 

many of the same tracks.  We employ a refraction technique whereby recently played tracks are 

flagged and playlists containing four or more are removed from the recommendation set after the 

ACF process. The refraction period used in Smart Radio is 3 hours.  The effect is similar to the 

artificial refractory period used by some Neural Networks where the same neurons are inhibited 

from repeatedly firing within the same time period (McCulloch & Pitts 1943). Once the refractory 

period has passed, these neurons (and the flagged tracks in Smart Radio) are free to be used again. 

 

5.5 Dealing with ACF Latency  

In Section 4.9 we discuss the recommendation latency problem inherent in ACF recommendation 

systems. In order to stop the filter ‘running dry’, users must have another means of ‘discovering’ 

items of interest, other than through the ACF filter. An example of this problem in Smart Radio is 

that the ACF recommender will not recommend new playlists compiled with tracks that have not 

yet been rated by any other listener. The next three sub-sections describe techniques used in Smart 

Radio to counter this problem.  

5.5.1 Selecting Trusted Neighbours 

Prior to the development of ACF systems, social filtering techniques, such as those briefly 

described in Section 4.1.1, relied upon users picking trusted sources of information. In the Lens 

system (Malone et al. 1987) and the Tapestry mail filtering system (Goldberg et al. 1992) 

described, users could choose to receive content from nominated users. The Tapestry system 

assumed that users worked in a small environment and thus could identify other users from which 

to receive relevant content. In Smart Radio, we provide a means of automatically identifying other 

users with a similar taste in music. Users can then select the neighbours from whom the system 

should automatically display newly compiled playlists. Figure 5.12 shows the New Playlists panel 

in Smart Radio in which users can view new playlists compiled by their selected neighbours. Thus 

playlists composed of previously unrated tracks can be ‘bootstrapped’ into the system. 
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Figure 5.12: The new playlists panel in Smart Radio 

 

5.5.2 Querying by Playlist 

Each playlist panel contains a query by playlist icon  . By clicking on this icon Smart Radio 

users send a query to the recommendation server to return a set of playlists similar to the one they 

are currently viewing (see Figure 5.13). The same similarity metrics, weights, case representation 

and case memory described in Section 5.3.3 are used for these queries. The query by playlist task is 

not subject to the same constraints as the context task, and will return all playlists similar to the 

target chosen by the user, irrespective of whether portions of these playlists have been played 

recently. This facility allows listeners to zoom in on portions of the playlist case base of particular 

interest to them.  Moreover, this facility is independent of the ACF process and can return unrated 

playlists that would otherwise be passed over by the ACF module. 
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Figure 5.13: The result set from a ‘query by playlist’. The top playlist is displayed by default in the right panel. 

 

5.5.3 Explicit Search 

Finally, listeners can explicitly search for playlists by stating three of the artists, genres or track 

names they would like to have included in each playlist in the result set (see Figure 5.14). The 

system will return a ranked list of playlists with the top list containing the playlist with the 

maximum number of tracks satisfying the query terms (see Figure 5.15). As with the query by 

playlist request, the ACF engine is bypassed and all playlists in the system that satisfy the query 

terms are returned. 

 

Figure 5.14: The playlist query panel in Smart Radio 
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Figure 5.15: A result set for the playlist query: ‘artist: dylan, springsteen, u2’ 

Adaptation 

In Chapter 3 we reviewed the CBR cycle. A key step in this cycle is the idea of case adaptation, 

where a retrieved case, or a combination of retrieved cases is modified to fit the current problem 

scenario. Adaptation may be automated, in which case domain knowledge is required to produce 

accurate adaptation rules, or it may be performed manually by the user. In either situation the main 

idea is the recognition that retrieved cases will not always exactly fit the problem situation.  

 As we discussed in Chapter 3, adaptation is a problematic area for CBR, as it generally 

requires some first principles reasoning. Accordingly, many applied CBR systems allow the user to 

perform any required solution changes. In the Smart Radio system we choose to allow users to 

manually adapt recommended playlists for a number of reasons. Firstly, an automatically adapted 

playlist could no longer be represented as a selection of music compiled by a Smart Radio user.  If 

the adaptation rules are too strong, they may completely over-ride the creative input of the original 

compiler, becoming rudimentary rules for assembling playlists without human help. Furthermore, it 

is clear that adaptation rules would have to be derived for each user. These could be specified 

explicitly such as ‘swap jazz tracks for electronic tracks’, or ‘always remove tracks by Michael 

Jackson’. However, whilst the identification of unsuitable material may seem relatively easy, the 

criterion for replacing these tracks is less clear. In the case of the first example, a second rule would 

have to be specified to choose a suitable replacement from the several hundred electronic tracks in 

the system.  In terms of automated adaptation a strategy that might be adopted would be the use of 

association rules to suggest replacement tracks based on the tracks remaining in the playlist 

(Agrawal et al. 1996). However, we currently view the automated adaptation phase as a future 

development for the Smart Radio project. 



 

 
129

Manual adaptation 

As an aide to manual adaptation we flag tracks that the user may wish to remove before playing a 

playlist.  For instance, even though we use a refractory technique to remove playlists that contain 

tracks that have been recently played by the listener, playlists containing a few recently played 

tracks can still make it into the set of recommendations presented to the user. We mark these as 

shown in Figure 5.16. Using the edit function the listener can quickly replace flagged tracks with 

another by the same artist, or another within the same genre (Figure 5.17). 

 

Figure 5.16: Playlist marked for manual adaptation 

 

Figure 5.17: Using the edit function the listener can replace flagged tracks with another by the same artist or 

within the same genre 
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5.5.4 Fall Back Strategies 

In the event of failure of the recommendation strategies outlined above, Smart Radio has three 

content-based fall back strategies listed below. These strategies are activated in the order given 

below. Once a set of playlists has been obtained the fall back strategy programme is exited. 

1) If the user has played a playlist recently, then he/she is offered a set of playlists similar to 

the target playlist. 

2) If the user has positively rated some artists, then he/she is offered a set of playlists 

containing their favourite artists. 

3) If the user has positively rated some tracks then he/she is offered a set of playlists 

containing their favourite tracks. 

Finally, if no playlists have been found, the user is offered the favourite playlists currently being 

listened to in the system. 

5.6 Conclusion 

In this chapter we have described the key techniques applied to the recommendation process in 

Smart Radio. One of our primary concerns was to leverage the light content description available to 

us to improve the ACF recommendation process. In doing so, we have implemented a novel hybrid 

recommendation system in which lightweight case-based strategy provides context-sensitive 

ordering to the recommendations provided by the ACF module. One of the difficulties in this 

domain is acquiring content description to mark up cases. Rather than describing individual songs 

in terms of their most salient features, our case representation describes the composition of a 

playlist in terms of the basic meta-tags we have been able to extract from the mp3 files. The 

semantic captured by the playlist representation is the mixture of types of music in the playlist. 

Although features such as genre are not particularly discriminating, our view is that these feature 

mixtures may capture at the surface level the intention of the playlist compiler. Thus, similarity, in 

this scenario, refers to how alike playlists are in terms of their composition. 

 Rather than generalizing a short-term user profile, we use the most recent played playlist as 

the basis to rank the recommendations produced by the ACF module. In this way we do not have to 

develop a separate user-profile representation that is compatible with the playlist case 

representation. The context ranking procedure is triggered when the user chooses a playlist to play. 

The effect is to issue a “more like this” request to the recommendation server. ACF 

recommendations are thus ranked according to the similarity to the most recently played playlist 

and the top five displayed to the user.  This technique is implemented using a novel MAC/FAC 

strategy in which the ACF module primes the relevant nodes of a Case Retrieval Net, and 

activation based on the target playlist spreads only to those cases that have been primed. Although 

our CBR strategy is of the weak variety, as described in Chapter 3, we feel this is completely 

appropriate for an extension to ACF which is often used in domains where content description is 

scarce. 
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 We have also explained three other techniques for working with music content. These 

techniques are influenced by our view that a recommendation system must cater for how people 

use the assets being recommended. The novelty weight allows users to bias the recommendation 

engine towards their preference for new music. The playlist re-use window allows previously heard 

playlists to be played again, if the system finds that the predicted score of the top rated playlist is 

too low. A refractory period prevents playlists containing recently played tracks from being offered 

to the user.  ACF latency is addressed using three techniques: trusted neighbour filtering, querying 

by instance and query-based search. We show how Smart Radio users can manually adapt playlists 

using a simple user interface. 

 In the next chapter we describe the system and data architecture used in Smart Radio. In 

particular we will describe how data is regularly compiled to update the recommendation modules, 

and our novel implementation of the ACF module as a Case Retrieval Net. 
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Chapter 6: System and Data Architecture 

In this chapter we describe the overall architecture of the Smart Radio system. We will be 

concerned throughout with the processes of collecting and refining data in order to update the 

models that drive the recommendation process. We present our Data Manager module and explain 

our algorithm for deriving implicit track and artist scores. We discuss our technique for 

bootstrapping new users into Smart Radio using artist scores rather than track scores. We 

demonstrate that Smart Radio is reliant upon the input of a few prolific playlist compilers, and we 

suggest that the role of community leader is the primary incentive for such users.  

 We describe the operation of our recommendation server, and explain our novel 

implementation of a Case Retrieval Net (CRN) for ACF. We illustrate how computation is 

distributed through the nodes of a CRN during query time. We conduct an experiment that 

compares CRN neighbour retrieval with a flat neighbour search and find that the CRN retrieval is 

considerably faster.  

 

6.1 System Architecture 

Smart Radio is a client-server system. The server components consist of a web server with Java 

servlet extensions and a recommendation engine, which consists of an ACF engine, a CBR engine 

and a module that evaluates users’ current interests (see Figure 6.1). 

 

 

Figure 6.1: The primary components in the Smart Radio system 
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The server side components were written completely in the JavaTM language. We choose Java 

because of its strong support for distributed server side programming37 and the ease with which it 

can be deployed on different platforms. In the following section we will discuss in detail the 

interaction of these components. 

 

6.2 Web Service 

The communication between the client and the server is carried out using HTTP, the standard web 

protocol. Smart Radio uses an Apache38 web server as the system front door through which client 

requests are received and responses despatched.  The web server also delivers static material such 

as images, Javascript pages and style sheets. 

 The web server works in conjunction with a servlet engine which handles the processing 

logic required by requests that require dynamically generated content such as a web page 

displaying the user’s most recent recommendation set. The servlet engine is a multithreaded 

container designed to provide a processing facility in the Java language39 for request/response 

protocols such as HTTP40. Each servlet is a Java programme written to deal with the logic 

processing required by a specific request. For instance, in Smart Radio the recommendation servlet 

will handle a client request for a web page displaying his/her recommendations. The web server 

recognises that requests are to be passed to the servlet Engine for processing by identifying the 

request URL as a request for dynamic rather than static content. This is done by reserving a folder 

name as an identification for servlet processing. In Smart Radio the reserved folder is /smartradio/. 

Servlets act as controllers selecting which recommendation/database services to call, and choosing 

which presentation layer (View) component to render. 

 Figure 6.2 illustrates the system architecture from the perspective of the web service. The 

red arrows point out the logical path followed by a request from the client browser until a response 

is received from the web server. 

 

                                                      
37 http://java.sun.com/j2ee/faq.html 
38 http://www.apache.org 
39 http://java.sun.com 
40 http://java.sun.com/products/servlet/ 
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Figure 6.2: The system architecture from the perspective of the web service 

Model-View-Controller (MVC) 

The client server architecture in Smart Radio follows the Model-View-Controller (MVC) design 

pattern. The MVC paradigm is a way of breaking an application interface into three parts: the 

model, the view and the controller. MVC was originally developed to map the input, processing 

and output roles in GUI design for Smalltalk-80 applications (Goldberg & Robson 1983). More 

recently it has become an increasingly popular design pattern for client-server systems on the web 

(Alur et al. 2001). The key to the MVC design pattern is the decoupling of data access, application 

logic, data presentation and user interaction. In this context the functionality of the MVC is 

summarised in Table 6.1. 

Table 6.1: A summary of the functions of the Model-View-Controller design pattern 

 Description Smart Radio Components 

Model The Model encapsulates the business logic of the 
application. It can respond to requests and notify the 
View component of changes, and updates. 

The Recommendation Server, 

Database Access component 

View The View renders the contents of a model. It is the 
view's responsibility to maintain consistency in its 
presentation when the model changes. 

JSP pages and Data Beans 

Controller A Controller is the means by which the user interacts 
with the application. A controller accepts input from 
the user and instructs the model and view to perform 
actions based on that input. In effect, the controller is 
responsible for mapping end-user action to application 
response. 

Servlets 
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The Controller logic in Smart Radio is carried out by servlets. This involves checking for new 

recommendations, creating data containers (data beans), and requesting updates to the 

recommendation server either asynchronously or synchronously, which we discuss later in the 

chapter.  

 Data Beans are data structures created by the interaction of the Servlet with the database or 

the Recommendation server (the model components). They are created in order to provide content 

for each Java Server Page (JSP), the HTML rendering component of the servlet engine. In this way 

they provide an interface between the Model and the View components. A data bean is created for 

each client request for specific information such as a list of a user’s recommendations or the top ten 

lists in Smart Radio. In order to reduce the number of requests being made to the database, which 

can be a bottleneck, data beans are cached (by the controller). Servlets will check the cache before 

requesting new information from the database. When the control logic required for the request has 

been carried out, the servlet engine forwards the request and a data container, the data bean, to the 

JSP rendering engine.  

 JSP pages, which act as the View component of the system, are servlet extensions which 

are designed for rendering the presentation layer in an application. Each page contains HTML in 

which some Java code is embedded, mainly for providing data access. In the case of Smart Radio, 

data access is performed by the servlet component and the contents rendered into a data bean. JSP 

pages format the data in the data bean into HTML pages. We use JSP pages in conjunction with a 

JSP template library which allows us to standardise and modularise our presentation design. 

The Model functionality is carried out by the Recommendation server, and the database 

connectivity module. The Recommendation server can be queried synchronously or 

asynchronously. We will describe its role in the overall system in greater detail in Section 6.6. 

6.3 Scheduling Component 

The scheduling component in Smart Radio ensures that the most up-to-date data is in use by the 

system. It controls the following functions: 

6.3.1 Top Playlists Update 

The top playlist facility operates using a sliding window of 7 days. Each playlist in this section is 

ranked in decreasing order of popularity over the previous 7 days with users other than the list 

creator himself. We decided not to count the playlist creator’s playlist usage after we noticed that 

some users were playing their own playlists several times in a row, apparently in an attempt to gain 

the number one slot. 

6.3.2 Data Recompilation 

The scheduling component requests the Data Manager to check whether new data has been 

detected in the database since the last data update. If new data is detected the data manager updates 
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the ACF data model for those users who have submitted data during the interval. We discuss the 

Data Manager in more detail in Section 6.4. 

6.3.3 Recommendation Server Update 

When we have updated the ACF database model we then update the internal data model for the 

Recommendation Server. This is not a full update; the data model is updated from the ACF 

database for users who have recently submitted feedback. We describe the internal data model of 

the server (a case retrieval net) in Section 6.6.2. 

 While the update is being carried out the server is briefly not available for synchronous 

requests, in which case these requests may time-out. Asynchronous requests are queued and can be 

executed when the update is completed. 

6.3.4 Recommendation Update 

The recommendation service in Smart Radio is designed to handle synchronous and asynchronous 

update requests. 

 Synchronous requests are those requests where the response from the recommendation 

server must be co-ordinated with the response by the web server. These are required for on-demand 

recommendations. We use this service when we bootstrap new users, and when we carry out 

context-based ranking in response to a playlist event. 

 Asynchronous requests are requests where a timely response is not required. We use this 

service for our periodic updates of the recommendation database. 

6.4 Data Collection and the Data Manager 

We rely upon the data we collect from our listeners to make recommendations in Smart Radio. 

Listeners can provide explicit ratings on individual music tracks or individual artists on a scale of 

1–5, where 5 is the top score. We also log implicit feedback, where the user has listened to music 

items but has not explicitly rated these items. In this case we allocate positive ratings to frequently 

played items, and negative ratings to less frequently played items. We discuss the algorithm for 

deriving implicit data later in this section.  

 The data model of the ACF recommendation component is regularly updated so that 

recommendations can be made with the most up to date data available. Since feedback may be 

posted by several users concurrently, we use a multi-threaded data logger, similar to that used to 

log requests in a web server.  The Data Manager is the component that periodically converts raw 

log data collected by the system into data that can be used in the Recommendation engine. The data 

conversion period can be adjusted. Currently the database is checked for new data every 2 minutes, 

if users are on-line. The Data Manager does this by checking a database table, new_data_flag, 

which contains records indicating which users have posted new data since the last data conversion. 

This table records the time and the type of data that has been posted by the user. The Data Manager 
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can then make an incremental update to the ACF database for each user profile listed in the 

new_data_flag table. 

 As we saw in Chapter 4, the data used in ACF systems usually consists of three columns – 

userId, itemId and score. Smart Radio has two such databases, recdata_item and 

recdata_artist, which store the data driving the ACF algorithms. Rather than allowing 

multiple user threads to access these key ACF databases, the data manager periodically compiles 

new log data into the ACF format and updates the central ACF databases. The Data Manager is 

also responsible for deriving the implicit scores for item and artist data.    

6.4.1 Implicit Track Data  

As we discussed in Chapter 4, assigning an implicit value to a user action is likely to be an 

imprecise affair. Different heuristics have been devised as indicators of user interest such as the 

time spent reading a piece of text (Morita and Shinoda 1994, Konstan et al. 1997, Rafter & Smyth 

2000). In Smart Radio we make use of the fact that very often people will listen to music they like 

repeatedly, and listen less often to music they dislike. We measured the correlation between the 

ratings and the number of listens for each user, and found the mean to be 0.236. Although this is a 

lower correlation than we might have expected it can be explained by noise in the count of the 

number of listens. Since Smart Radio delivers compilations of music, a compilation containing an 

item that the user dislikes and has rated negatively may be played frequently because of other more 

favourable items in the compilation. 

 We calculate the mean and standard deviation of each user’s rating set and listening count 

set. Our implicit scoring algorithm allocates positive scores to items the user has listened to above 

his/her average listening count, and negative scores to items the user has listened to below the 

average listening count. Each score is allocated around the user’s explicit mean score. A positive 

vote is calculated as the mean plus a single standard deviation, a negative vote is calculated as the 

mean minus a single standard deviation.  

In certain cases we have no explicit data on which to base implicit track scores. In such 

situations we allocate the average explicit score in the database for each item, if the count for that 

item is above the user’s average item count. This allows us to provisionally correlate the user with 

other users for the purpose of making recommendations. However, we do not use this user’s data 

for making recommendations for other users. As such, in Chapter 7 the implicit track data we 

evaluate is based on user data where users have also submitted explicit scores. 

6.4.2 Implicit Artist Data – Dimensionality Reduction 

In Chapter 4 we discussed dimensionality reduction, a technique for reducing dataset sparsity 

where the aim is to reduce the horizontal dimensions of the user–item matrix. Singular Value 

Decomposition (SVD), a matrix factorisation technique, has been used for this purpose (Sarwar et 

al. 2000a, Billsus & Pazzani 1999). SVD is the basis of latent semantic indexing (LSI), a technique 
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used in Information Retrieval to solve the problems of synonymy and polysemy in a corpus of 

documents (Deerwester et al. 1990, Berry et al. 1995). When SVD is used in an information-rich 

environment like information retrieval, it is capable of producing reduced features that still have 

human level semantics attached to them. With data that has very little semantic information 

attached to it such as in an ACF environment, SVD is used simply as a matrix factorisation 

technique – in which case the reduced feature set has no human level semantics associated with it.  

 While reducing the dimensionality of the user–item matrix in order to improve ACF 

performance is desirable, so too is the goal of producing an interpretable feature set, particularly for 

the purpose of bootstrapping a new user into the system. Since the Smart Radio dataset has very 

little content attached to it, we did not consider SVD to be a solution that could meet both 

objectives. However, on closer inspection we realised that the content data available to us did 

provide us with the type of categorical information we would be looking for from a LSI 

perspective. The content ‘features’ associated with our music data can be used to describe each 

music track as belonging to an artist and genre class. Therefore we decided to reduce the user–

music item matrix by mapping it to a user–artist matrix. To calculate a score for a user–artist we 

simply average the scores for tracks from that artist that the user has explicitly rated.  

Equation 6.1 
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In Equation 6.1, A represents the set of tracks by artist a.  The score allocated to user u for artist a 

is the mean of the explicit ratings given to tracks, tui, by artist a by user u. Applying Equation 6.1 to 

the explicit track data we obtain a transformed dataset with the same number of users but with the 

item dimensions reduced from 4131, the number of music items, to 333, the number of artists 

represented in the dataset. This decreases the sparsity of the dataset from 0.9734 

(track_explicit) to 0.8682 (artist_implicit). We perform a detailed analysis of this 

dataset in Chapter 7. In the next section we will discuss the issue of bootstrapping in ACF which 

concerns the performance of the algorithm where there is a deficit of appropriate data. As we will 

demonstrate, the user–artist dataset is useful for bootstrapping new users into the system. 

6.5 A Short History of Bootstrapping in Smart Radio 

The first Smart Radio system was a barebones affair. Users could assemble playlists by selecting 

tracks that were indexed by genre. The issue of cold-starting the ACF recommendation engine was 

addressed initially in a very informal manner, and relied upon the goodwill and patience of 

colleagues. An email was sent to the staff and postgraduate students in the Computer Science 

Department, encouraging them to log-on and compile playlists. Many did, although, at this stage, 

few recommendations were available because of the lack of data in the system. We found that the 
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‘churn’ rate was very high, with users logging on and leaving after submitting very little rating 

data. This demonstrates a second barrier to starting ACF systems, which is rarely mentioned in the 

literature – lack of user incentive. Avery and Zeckhauser (1997) suggest that there is little reason 

for the user to provide early ratings seeing that this information will not perceptively improve 

his/her recommendations.  

With very little data the early Smart Radio System had difficulty in making personalized 

predictions. We can see this by simulating early-stage ACF on the Smart Radio dataset 
track_explicit_data (which we describe in detail in Chapter 7). In this experiment we use 

the 71 user instances in the dataset, but withhold 90% of each user’s data. Using the 

Leave_One_Out technique (explained in Chapter 7), we obtain a measure of Mean Absolute Error 

per user. We increase the amount of data in each user’s profile by 10% and repeat the experiment 

until we are using 100% of the data available. The experiment simulates the performance of the 

ACF algorithm as users gradually increase their amount of ratings over time. As we will discuss 

further in Chapter 7, the problem in early stage ACF is data sparsity, which implies that there is 

insufficient data on which to calculate correlations with other users. The results of our experiment 

are presented as a graph in Figure 6.3.  We also include the results from a baseline ‘averaging’ 

technique (explained in Chapter 7). This technique is used as a measure as to whether our ACF 

strategy can make personalized predictions or not. As we can see from the graph, both techniques 

suffer due to lack of data. The ACF strategy is still capable of making predictions with less error 

where there is a low percentage of data available. However, the graph would suggest that the output 

from the algorithm is unstable where there is little data available, and only begins to stabilise from 

the 60% level upwards. 
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Figure 6.3: A demonstration of the problem of using ACF when users have not yet rated many items 

Despite the poor performance of the recommender system in the first few months of its 

deployment, several users persevered and built up considerable portfolios of playlists. The 
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persistence of these users, and their reasons for using the system, highlighted a particular aspect of 

our recommendation scenario which we later enhanced.  

 Many ACF systems make recommendations without divulging their source. This is 

difficult if many neighbours have endorsed the recommendation. In Smart Radio, irrespective of 

the number of neighbours that have contributed to a playlist recommendation, the playlist has one 

author whose name is publicly available. Thus the Smart Radio listener can identify the author 

behind each recommended programme.  Our aim was to help users to recognise which neighbours 

they tended to trust when it came to playlist compilation. In this respect, we endorsed the premise 

of Hill et al. (1995) that a recommender system should promote rather than replace social 

processes. 

 It was this facility that attracted a small number of regular, prolific users, who used Smart 

Radio to swap playlists between each other. With a small number of users and a relatively small 

number of playlists, a playlist built by one user tended to show up immediately in the 

recommendation set of the other users. Users could choose to play the list depending upon whether 

they trusted the user.  

 After we improved the user interface to Smart Radio, extended the search capabilities and 

added more content, we acquired a significant amount of new users.  The addition of more data 

improved the performance of the ACF algorithm, with the result that many users continued using 

the system. However, with the increased number of users and playlists, new playlists by previously 

trusted sources tended to become lost amongst recommendations provided by newer users. To 

address this effect we provided a means whereby users could nominate a neighbour as a trusted 

source, so that new playlists compiled by that neighbour were always available to the user (see 

Figure 6.4). This is also one means of addressing the latency problem in ACF, whereby new 

content cannot be recommended until rated by other users. 

 

Figure 6.4: Users can select those neighbours whose new playlists they wish to view 
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Figure 6.5: Smart Radio users can view new playlists compiled by selected neighbours 

 

As we discuss in the next section, Smart Radio is still dependent upon the industry of a few prolific 

users who regularly build new playlists. It is clear that these users view themselves as community 

leaders with respect to the type of music they like. 

 

6.5.1 Community Workers 

In Smart Radio, there is an additional labour overhead which is not a feature of comparable 

recommender systems. If Smart Radio only recommended discrete sets of music tracks, the only 

work we would require from our users would be that they rate (explicitly or implicitly) a portion of 

them. Given that the playlist is the unit of recommendation in Smart Radio, we require our users to 

compile new playlists, as well as provide us with ratings. 

 In the Smart Radio system new playlists can be built from scratch or adapted from existing 

lists. In the following section we make some observations on the problem of relying on users to 

provide new playlists, without which our recommendation engine will run dry. Our experience in 

Smart Radio is that many users are passive users of the system relying upon the recommendation 

engine and search facilities, and, very rarely if ever, compiling new playlists. Other users are 

prolific, becoming taste leaders as such. 

 

6.5.2 New Playlists 

Figure 6.6 and Figure 6.7 illustrate data collected during our evaluation period which ran from 

08/04/2003 to 17/07/2003. Chapter 7 will provide a much more extensive analysis of this period. 

The graph in Figure 6.6 shows that the percentage of new playlists played in the system is 

approximately 20.2% of the 1012 playlists played in total in the system during the evaluation 
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period. These 170 new lists were built by 29 out of the 58 listeners (50%) during that period, the 

majority of these being built by a few prolific list makers. We can see this from the graph in Figure 

6.7 where we plot the number of users against a series of ranges representing the number of new 

playlists compiled. 23 users compiled between 1 and 5 playlists while only 6 out of 58 users 

compiled more than 6 new playlists. It is important to recognise that for a system like Smart Radio 

to operate, a certain proportion of users must regularly contribute some work so that the community 

at large can benefit. Given that building a new playlist is not going to improve user 

recommendations, there is very little incentive to carry out this work. This is similar to the early-

rater problem discussed earlier. However, since Smart Radio user names are attached to playlists, 

one incentive that cannot be discounted is simply the prestige that users may feel in becoming 

arbiters of taste within a community of their peers. 

 Another perspective on this might be to investigate why some users refuse to contribute to 

a shared, community-based system. This phenomenon, known as the free-rider problem, has been 

widely studied in the discipline of social science (Sweeney 1973) and more recently in analyses of 

user behaviour in file-sharing networks (Golle & Leyton-Brown 2001, Adar & Huberman 2000, 

Saroiu et al. 2001). Certainly similar analyses could be applied to ACF-based systems such as 

Smart Radio, if only to qualify the parameters affecting the minimum ‘work sink’ required for an 

ACF system to operate. 

Previous research has recognised the key role that a few energetic contributors make to 

community-based sites (Ferrario & Smyth 2001). In Chapter 8 we will suggest that Smart Radio 

could easily be extended to include a more formal role in moderating the community for these 

users. 

Smart Radio: old vs. new playlists during the period 08/04/2003 to 
17/07/2003 
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Figure 6.6: An illustration of whether users compiled new playlists or played previously compiled lists 
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New Playlists created per user during the period 08/04/2003 until 17/07/2003 
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Figure 6.7:  Users in Smart Radio rely upon the industry of a few prolific playlist compilers 

 

6.5.3 Bootstrapping New Users 

Providing recommendations for new users is a problem because they have not yet built up a rating 

profile and so cannot be correlated with other users. Since ACF datasets are sparse, users must 

build up quite a few ratings before they have sufficient data to be correctly correlated with other 

users. While building up their profile, new users may receive poor recommendations or no 

recommendations at all.  Naturally, many users may not persevere when there is no immediate 

benefit to them. 

 In the first version of Smart Radio new users were offered a list of the ten most popular 

current playlists. Our original idea was that by choosing one of these lists users would be 

immediately correlated with several other users. However, this facility could not cater towards 

users with more specialised tastes, which would lie outside playlists within the top ten. During this 

period Smart Radio suffered from a lot of user ‘churn’ – users logging on and not coming back 

again. Accordingly we re-implemented our bootstrap strategy. The key objective in bootstrapping a 

user into the system is to elicit the minimum amount of information necessary so that good 

correlations can be made with other users. To this end we implemented our dimensionality 

reduction algorithm which transformed the user–item dataset to a user–artist dataset. We 

redesigned the user interface of the bootstrap facility so that, on registering with Smart Radio, new 

users were offered the opportunity to rate a selection of artists, rather than individual music tracks. 

These artists are indexed by genre, and there is at least one rating in the dataset for each artist. 

Users may listen to a sample of the artist’s music if they are unsure of what rating to allocate. The 

key idea is that by asking users to rate n artists, we have a much better chance of correctly 

correlating them with their neighbours than if we ask them to rate seven music tracks. This is due 

to the improved sparsity of the user–artist dataset (0.8682). With this we hope to achieve a better 

result by asking the user to perform the same amount of work.  
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Figure 6.8: On registering, users are encouraged to rate a number of artists so that they can immediately start 

receiving recommendations 

 

 

 

Figure 6.9: During the bootstrap process artists can be chosen from 21 different genres 

 

Unfortunately, we do not have churn data prior to the introduction of the new bootstrap strategy so 

we cannot say for certain whether we improved the bootstrap experience for the new user. 

However, we can run a simple off-line experiment that demonstrates the efficacy of the technique. 

 

6.5.4 Bootstrap Experiment: Given-n 

In this experiment we explore how n artist ratings during the bootstrap stage may outperform n 

track ratings. We use a technique called Given-n (Breese et al. 1998) which allows us to examine 

how each dataset performs when there is relatively little rating available for the test user. Applying 

this technique to the track_explicit dataset, we cycle through the dataset, randomly 

selecting n ratings from each test user as the set of observed ratings. This is the rating set the user 

will be correlated on. The goal is to predict the remaining ratings in the test user instance. The 

value for n is initially set at 1 and then incremented until we reach 10. The plot for this dataset is 

shown by the blue series in Figure 6.10. 
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 Performing this experiment on the artist_implicit dataset is a little more 

complicated. Once again we cycle through the dataset. For each test user instance we select n artist 

ratings as the set of ratings the test user will be correlated on. Our goal is to make predictions on a 

subset of the test user track data. Unlike the previous test we have not split the track rating data into 

training and test data. The test data we use, in this case, is the set of track ratings that have not 

contributed to the ratings for the n artists in the training set. For example, for user U, if n = 2, and 

the artists selected are ‘Bob Dylan’ and ‘Madonna’, then we choose as a test set all tracks rated by 

user U that are not by Bob Dylan or Madonna. We therefore make predictions on items that have 

no connection with the training set. However, this means that our test set will be smaller than the 

test set used for the track_explicit dataset. The plot for this dataset is shown by the pink 

series in Figure 6.10. 

 On the face of it, the artist_explicit dataset appears to have a lower mean absolute 

error per user when n is low, which is similar to the bootstrap phase for the new user. It would 

therefore seem to be a better choice of dataset to use when finding neighbours for new users. 

However, this test is imperfect because the test on the artist_explicit dataset uses a smaller 

test set than the test on the track_explicit dataset. We carry out extensive analyses on these 

two datasets in Chapter 7. 
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Figure 6.10: The performance of track data vs. artist data during the bootstrap phase using the Given-n technique.  

 

6.6 Recommendation Modules 

The recommendation engine in Smart Radio is composed of the following components: the ACF 

Recommendation module, the CBR module and the Context Analysis module. In this section we 

will concentrate primarily on the data and system architecture of the ACF recommendation module. 
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6.6.1 A CBR View on ACF 

Towards the end of Chapter 4 we observed how the typical ACF approach is similar to case 

completion. As we described in Chapter 3, case completion involves problem solving where the 

goal is to specify the series of steps in a process that will lead to a solution. Thus the solution part 

of the case is not differentiated from the problem description part of the case. The solution is 

derived by gradually elaborating the initially under-specified target case.  The case description is 

usually incrementally built up using a dialog with the user. 

At each step of the case completion process, cases are retrieved and case completion 

information suitable for the target case is extracted and offered to the user. The user selects the 

pieces of completion information he/she deems suitable for the current process, and the cycle 

resumes until the case has been fully specified (see Figure 6.11a).  In some case completion tasks, 

the order in which the case is completed is not important. For instance, the Nodal system 

(Cunningham et al. 1998) uses an information theoretic analysis to choose the next feature value to 

offer the user. However, increasingly dialogue ordering is being recognised as an important part of 

conversational systems (Aha et al. 1998, Schmitt & Bergman 2001, Bridge 2002). This research 

recognises that users of dialogue-driven systems expect a sensible ordering to the questions they 

are required to answer. Also, if the case completion technique describes a process or a plan then 

there must be constraints to the case completion features available at each step which reflect 

dependencies between subsections of the task or plan (Bergmann et al. 1998). Therefore, in case 

completion scenarios we can make a distinction between systems that use surface similarity such as 

Nodal, and systems that involve structural similarity. Surface similarity as defined by Gentner 

(1983) concerns feature value similarity, while structural similarity is defined using the relations 

between features, such as ordering constraints. 

 We can usefully compare the ACF process to case completion. The comparison will 

highlight the similarities ACF has with lazy, similarity techniques such as case completion CBR, 

but also highlight the deficiencies. Using this analysis we will be able to draw upon techniques 

used in case completion and apply them to the ACF context.  

 We can see that the ACF process and the case completion process both involve the 

incremental elaboration of the target case based on feedback given by the user. An ACF system 

uses the information it has to hand to retrieve similar user profiles and extract completion 

information for the case profile which is then offered to the user (see Figure 6.11b).  
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(a) CBR Case Completion Cycle 

 

(b) ACF Recommendation Cycle 

Figure 6.11: A comparison of the CBR case completion process with the ACF recommendation cycle 

Negative user feedback may move the user toward a different set of neighbour profiles which is 

then used to make the next set of recommendations. So both techniques are concerned with the 

stepwise filling out of the target case. 

 Many CBR case representations are not concerned with structural similarity, and use 

surface similarity as their only means of assessing similarity. An ACF profile might be considered 

such a case representation – it is composed of a number of unordered, feature value pairs each 

representing an item and the rating assigned by the user. Many case completion processes, 

however, do have some ordering relations between features since tasks cannot be completed in an 

ad-hoc way. While the data informing an ACF profile does have an ordering relation (it represents 

a shallow trace of the user’s ‘consumption’ over time), this relation is not represented in the ACF 

profile. Since the ACF algorithm uses surface similarity only to assess similarity, any semantics 

associated with the original ordering are discarded. Thus, unlike case completion entities, ACF case 

completion entities (ACF recommendations) are presented in an ad-hoc way, without concern for 

the order of the entities preceding them.   

 So at a surface level we can recognise the resemblance of an ACF profile to a CBR case, 

but at a structural level we should note that the ordering information in an ACF profile is absent. 

This observation leads us to consider how we might make use of ordering information in ACF. 

CBR systems that have temporal or ordering constraints, such as process planning, require sources 

of domain knowledge that specify the dependencies between process steps.  Bergmann et al. (1998) 

specify three possible sources – a domain-specific reasoning system, user constraints, and a static 
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analysis of the domain theory. However, all three techniques presuppose a domain model which is 

entirely absent from ACF applications. In fact, in most ACF recommenders we have no knowledge 

of the user, and very little knowledge, if any, of the content being used. It is this shallowness of the 

knowledge available which makes using ordering relations in ACF profiles unhelpful. In Chapter 6 

we used a technique called context-boosted ACF to address this lack of ordering by ranking ACF 

recommendations according to a simple profile based on the most recent ordering relations in the 

user profile.   

6.6.2 Using ACF in a Case Retrieval Net 

Our observation that the ACF process is similar to case completion at the surface level leads us to 

apply a technique used in case completion to ACF. Since the ACF process involves an extended 

dialogue with many users, the amount of information in the system will increase very quickly. As 

we discussed in Chapter 4, ACF suffers from the same weakness as all memory-based techniques, 

namely computational expense at query time and a large memory overhead.  

 While tree structures have been used to index memory-based instances for efficient 

retrieval (Bentley 1975, Friedman et al. 1977, Wess et al. 1993), such techniques are unsuited to 

instances where a large proportion of the feature-values are missing. However, Lenz (1999) and 

Burkhard (1998) suggest that Case Retrieval Nets (CRN) are suitable for problem situations such as 

case completion where missing case information is usual and where there is no clear distinction 

between problem description and solution.   

 We have already described the structure of a CRN in Chapter 3. Briefly, a CRN is 

composed of nodes called Information Entities (IE). An IE is a basic knowledge item such as an 

attribute-value pair. A case is composed of a set of IEs. A CRN consists of a network of unique IE 

nodes connected to each other via similarity arcs. Each case node is connected to its constituting IE 

nodes via relevance arcs. IE nodes are not duplicated in the Network so several cases may share 

the same IE node that represents a particular attribute-value pair. Different degrees of similarity 

and relevance may be expressed by varying arc weights.  

A CRN is a memory model that allows for the efficient retrieval of a relatively small 

number of relevant cases from a huge case base (Lenz et al. 1998). The central idea is to apply a 

spreading activation process to a net-like case memory in order to retrieve cases similar to a posed 

query case. Thus, the CRN structure has some similarity to the structures underlying artificial 

neural nets and associative memory techniques. In contrast to neural networks, however, all the 

nodes and arcs in that net have precise meaning. Whereas indexing models for instance-based 

reasoning systems are typically tree structures that allow for a top-down search, a CRN enables a 

bottom-up process that attempts the re-construction of similar cases (Lenz et al. 1998). 

 We have implemented our ACF memory structure using a CRN in which the case node 

represents a user identifier and item-value pairs are represented by information entities.  This 

structure is illustrated in Figure 6.12. 
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 A B C D 

M 1 3 3 4 

N 2 4 2 1 

P 1 - 3 1 
 

Figure 6.12: The architecture of a CRN using the user profiles, M, N and P and a set of ratings (1–5)  

for items A, B,C, D 

Advantages of ACF CRNs: 

CRNs are suited towards retrieval situations where there is missing attribute information.  Case 

nodes are connected to IE nodes only on the basis of what attributes are available.  Since cases 

share IEs, the memory required is significantly lower than that used by the flat memory structures 

typically used for ACF data. For instance, in the MovieLens dataset, an ACF CRN uses 6714 IE 

nodes to store 100,000 attribute values, and 16,912 IE nodes to store the 1,000,000 attribute value 

pairs of the largest publicly available MovieLens dataset.  Intuitively, the maximum number of IEs 

required to represent a dataset in a CRN is the product of the number of attributes and the number 

of different values associated with each attribute. IE nodes in ACF are very simple data structures, 

themselves being little more than a holder for an attribute name and value, and an activation score. 

 As we shall see in the next section, CRNs alleviate the query time complexity for 

neighbour calculation by ensuring that only users who have IE nodes in common are considered, 

and by distributing the similarity calculation amongst shared IE nodes.  Furthermore, the search 

through the ACF profile space is guaranteed to be complete (Lenz et al. 1998). 

 Another advantage is that new user profiles and ratings can be added without having to 

rebuild the memory structure which is necessary for ACF where the user ‘case base’ and the case 

profiles themselves are constantly growing.  

 

Disadvantages 

CRNs are suitable for numeric calculation where discrete values are used. In most ACF systems, a 

rating system is in place so that attribute values are discrete. For instance, Smart Radio ratings are 

chosen from 5 discrete values (1–5). The benefits of CRNs are lost when attributes use continuous 

values. In such a situation, a new IE must be created for each new value, and few cases will share 

common IEs. Thus the computational advantage of calculating similarity once for many connected 

cases is lost. Therefore, continuous values need to be discretised before being inserted into the 



 

 
150

CRN. This problem arises for implicitly derived ratings. In Smart Radio, we round implicitly 

derived scores to the nearest 0.5. (i.e. an implicit score of 3.4 is rounded to 3.5).  

CRN activation 

ACF Neighbour Retrieval using a CRN has three stages: 

1. Initial Activation: the target user profile is presented to the CRN and initial activation is 

determined for the CRN IE nodes that match the target features of the CRN. 

2. Similarity Propagation: the second step involves incrementally propagating the activation 

through the connected IEs using the similarity function.  In our ACF implementation the 

similarity function represents the contribution of an IE to the overall Pearson correlation. 

We explain this in more detail in the section below. 

3. Relevance Propagation: the final step entails collecting the achieved activation in the 

associated case nodes. This is done using the relevance function which connects each case 

node to its constituent IE nodes. The relevance function performs the final Pearson 

calculation using the contributions of the activated IEs. 

The result of the retrieval process is a set of cases ranked in order of decreasing activation. The 

activation constitutes a similarity connection between entities; it can be any measure that can be 

incrementally computed. In the context of our ACF implementation, the activation consists of a 

contribution of an IE to a Pearson correlation score between the target case and any cases 

connected to the IE via relevance arcs. 

 For complex measures like the Pearson coefficient, activation is an intermediary 

calculation in which several values are updated in each activated IE node. For instance, the Pearson 

correlation can be expressed using Equation 6.2. It is clear that the five subsections marked in the 

equation can be incrementally calculated, after which point a final calculation is carried out in 

which the square root of the denominator is computed. Using the Pearson metric, each activated IE 

contributes a partial calculation to the terms marked 1 to 5. 

 

Equation 6.2 

 

 

 

The final calculation is carried out by the relevance function which collects these values from each 

activated IE and performs the final calculation for each case node.  

 As we can see in Figure 6.12, an IE representing a single feature value pair is stored once 

irrespective of how often it occurs throughout the user–item matrix. Accordingly, the similarity 

calculation is only done once between a target IE and a corresponding IE in the CRN memory. This 
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calculation is then used by each case that is connected to that IE during the relevance propagation 

stage.  We can use the simple CRN structure in Figure 6.12 to illustrate such a scenario. Let us take 

a sample target profile, T, and apply it to the CRN. 

Table 6.2: A target profile for user, T 

 A B C D 

T 2 4 3 1 

 

The first stage involves initialising the activation of IEs corresponding to the target feature values.  

If a target feature is missing in the CRN it is created on the fly and inserted with the appropriate 

similarity links. This is illustrated by the IEs shaded in black. Activation is calculated for the target 

IE.  The activation state of each node is shown in Table 6.3. 

 

 

Figure 6.13: The first stage of activation. The nodes in black illustrate the activation of the target IEs. 

 

In the second stage of activation, activation is calculated between the target IEs and any connected 

IEs. The activation in these is then set. This is illustrated by the IEs shaded in grey. For clarity each 

IE node has a connection with one other. 

 

Figure 6.14: The second stage of activation.  Activation is propagated through interconnected IEs. 
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Finally, the relevance function propagates the activation in each IE to connected case nodes and 

performs a final calculation. 

 

Figure 6.15: The final stage of CRN activation. The relevance function collects the activation in each connected, 

activated IE. 

 

For the Pearson measure, each IE node has an activation state composed of 5 variables which, 

during relevance propagation, contribute to the labelled sections of Equation 6.2.  Table 6.3 

illustrates the activation states of each node after the first two stages of activation. The rows with a 

black background are nodes activated by the initial target activation (see Figure 6.13). The rows 

with the grey background show the states of IEs activated by the similarity propagation stage (see 

Figure 6.14). In this example the X attributes refer to the target attributes and the Y attributes refer 

to the attributes of the case being tested for similarity. 

 During activation, the node is passed the value for X (the target attribute), from which it 

can calculate XY, X2, and update the X variable. These calculations are made once and then passed 

on to connected case nodes for final calculation of the Pearson coefficient. We further speed up 

query-time computation by pre-computing the value for Y2 when the CRN is built. This value will 

be static for every correlation calculation. In Table 6.3 the labels marked in red indicate static 

values that can be pre-computed (Y2) or assigned (Y). 

Table 6.3: The activation states of each node after the first two stages of activation 

IE Node XY X Y X2 Y2 

item_A_1 2 2 1 4 1 
item_A_2 4 2 2 4 4 
item_B_3 12 2 3 16 9 
item_B_4 16 4 4 16 16 
item_C_2 6 3 2 9 4 
item_C_3 9 3 3 9 9 
item_D_1 1 1 1 1 1 
item_D_4 4 1 4 1 16 
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Thus the CRN similarity calculation is extremely efficient. Figure 6.16 illustrates the mean time per 

prediction using a flat search for the set of nearest neighbours vs. a search using a CRN.  The 

dataset is the 100,000 MovieLens dataset. To start the experiment we removed 90% of the user 

profiles from the dataset, and using the Leave_One_Out technique made a prediction for each 

attribute-value in the dataset. The average prediction time is plotted on the Y axis. We then 

repeatedly replaced 10 % of the data and carried out the experiment at each increase of the dataset. 

As we can see, the increase in prediction time is linear with the CRN predicting at a significantly 

faster rate than the flat search. 

 

Mean Time per Prediction: Flat Neighbour Search vs. CRN 
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Figure 6.16: The mean time per prediction for a flat neighbour search vs. a CRN-based neighbour search 

 

The improvement in prediction efficiency is due to the speed at which neighbourhoods can be 

calculated for each user. It has often been recognised in ACF literature that neighbourhood 

computation is a major bottleneck (Herlocker et al. 1999).  Herlocker et al. (2000) suggest 

sampling user profiles to reduce the cost of this process.  We would suggest that our technique 

offers the benefits of a complete search and increased speed. Furthermore, CRNs can be adapted 

for parallel processing (Lenz 1999), which is an advantage for systems with huge data repositories. 

6.6.3 A Context Analysis Module 

This module was developed to cater for recommendation strategies which require context specific 

information. It does this by maintaining a simple user profile that summarises the listener’s most 

recent listening interests. This is, in effect, a sliding window on the user’s listening history where 

the window contains the last n non-negatively rated tracks. The context analysis module produces a 

case-based profile, like the playlist case illustrated in Figure 5.5. In Smart Radio, we choose n = 10, 

which means that the output is generally a case-based representation of the last playlist played by 

the user. However, if there are negatively rated tracks in the playlist, these are not counted among 
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the n tracks. Instead the case representation will be based on an amalgam of the 10 most recent 

tracks that have not been rated negatively by the user (see Figure 6.17), which may contain tracks 

from the second most recent playlist. 

 

 

Figure 6.17: An example of the sliding window used to collect context data 

 

The context analyser is called upon during the recommendation process in order to rank playlists 

according to their similarity to the sliding profile. This ensures that programmes created and 

endorsed by the listener’s nearest neighbours but which also best match the user’s current listening 

preferences are pushed to the top of the recommendation set.  

6.6.4 Case-Based Reasoning Module 

The CBR module in Smart Radio consists of a CRN in which playlists are represented as cases. 

Each case is represented in terms of its constituent genre_ and artist_ features. Each 

playlist case can be considered to have missing features since it is impossible for a single playlist to 

contain all possible genre_ and artist_ features.  As illustrated in Figure 6.18, the CRN 

structure will only link those cases with features in common which ensures optimal retrieval while 

only traversing the relevant portions of case memory (Lenz 1999). 

 

 

 

Figure 6.18: A schema of the playlists indexed using a CRN 
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The CBR module is used for similarity-based ranking of ACF recommendations in which it 

receives a target case as input from the context analysis module (see Figure 5.10).  Since only a 

portion of the case base (a set of recommendations) needs to be considered for each ranking 

operation, the module can receive priming input directly from the ACF module or from the 

database connectivity component. This input turns on the portion of the CRN that should be used 

for retrieval. The Playlist CRN is also used to return similar playlists to the user based on an 

example playlist selected by the user. This is discussed further in the next section. 

6.6.5 Recommender Services 

Our recommendation engine operates as a multi-threaded server using RMI (Remote Method 

Invocation) as its communication protocol. Within the server, application logic and connection 

logic are separated.  The server has two modes of operation, asynchronous and synchronous. When 

a synchronous request is received, an RMI connection thread contacts an application thread. If the 

application thread does not respond within a predetermined time, the RMI connection thread 

returns a time-out message to the client. With asynchronous requests, each request is queued and is 

serviced by the next available application thread. Once the request is queued for processing the 

connection thread returns a message confirming that the request has been scheduled.  

 In the case of Smart Radio, the client is either the servlet engine, or the database manager. 

Smart Radio users do not have direct access to the recommendation server. In order to manage the 

request load we use asynchronous requests for scheduled data management tasks, and 

recommendation updates. Such requests, although time sensitive, do not require a timely response. 

Asynchronous requests 

The flowchart in Figure 6.19 illustrates the data management process and the recommendation 

update process.  The data update process, which we described in Section 6.4 is represented on the 

left of the chart in dark grey. The second column from the left in the flow chart represents the steps 

in the process that directly affect the recommendation server. As we can see there, the internal data 

model of the recommendation server is updated for selected user profiles, after the ACF tables are 

updated. Once this has been completed the recommendation notifies the remote user object of the 

date and time of the data update. The remote user object is an object, representing users who are 

currently on-line, whose methods can be remotely invoked by the recommendation server, the 

servlet engine or the scheduling component.  It provides a communication interface between these 

components. 

 The second process represented in the flow chart in Figure 6.19 is the recommendation 

display/update process, shown in light grey to the right of the chart. The recommendation update 

process uses a combination of lazy invocation and scheduling. The basic idea is that a 

recommendation update is calculated for each on-line user periodically, but only if he/she has 
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submitted feedback in the interval. We define the recommendation_period_threshold as 

the time interval after which a set of recommendations for an on-line user is recalculated, if the user 

has submitted data since the last recommendation update. 

 Thus, when a user requests the recommendations page, the web server firstly passes the 

request to the servlet engine which invokes the recommendation servlet. The servlet then checks 

whether new recommendations are required to be generated by the recommendation server. It does 

this by checking two pieces of information on the remote user object. The rec_date property 

gives the time of the last recommendation update for the user, and the recent_data_date 

property gives the time of the last feedback from this user to have been recompiled into the server’s 

internal data model.  The servlet issues an asynchronous request to the recommendation server, if 

the two following conditions are met  

1. If the time elapsed since the rec_date is greater than the 

recommendation_period_threshold. 

2. If the recent_data_date is greater than the rec_date.  

We use this combination of scheduled and lazy invocation for the recommendation process for two 

reasons. Firstly, as each recommendation request is relatively computationally expensive, we carry 

it out only if necessary. For example, even if the threshold period for generating recommendations 

has been exceeded, a recommendation update will not be requested until the user has submitted 

feedback and this data has then been compiled into the internal data model of the recommendation 

server.  This ensures a level of consistency in the user’s interaction with the system – users will 

expect their recommendations to change only after they have submitted feedback.  

 Using a recommendation strategy that reacts immediately to user feedback leads to the 

problems we encountered in the first version of Smart Radio where users would enter bogus ratings 

in order to see what the recommendation engine would produce. We introduced the 

recommendation_period_threshold to delay the effect that new ratings have on recommendations, 

which should go some way towards frustrating the intentions of such users. Currently the 

recommendation_period_threshold is set at 20 minutes. 
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Figure 6.19: A flow chart demonstrating two asynchronous process flows 

Synchronous requests 

However, there are events in the system for which we require an immediate update to the 

recommendations for a particular user, in which case we use synchronous processing. Because of 
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their timing constraints synchronous requests have priority in the recommendation server. They are 

placed in a separate queue to the asynchronous requests. When application threads are free, this 

queue is serviced before the asynchronous request queue. 

 

Bootstrapping new users  

The first event for which we call upon synchronous request processing is the bootstrapping of new 

users. In Section 6.5.3 we describe how new users are asked to rate several artists. It is important 

that we can promptly provide these users with recommendations after they submit their ratings. In 

Figure 6.10 we provide evidence that the recommendation server should quickly be able to 

calculate recommendations using the user–artist data matrix. However, as it is possible for a 

synchronous request to time-out, our fall back strategy is to present the top ten playlists in the 

system at the time along with an apology. Synchronous requests that have timed-out will still be 

processed by the next available application thread, so that a set of new recommendations should be 

presented when the user refreshes the recommendation page. 

 

Context ranking 

The second event for which we employ synchronous requests is the calculation of user-context and 

the ranking of the recommendation set according to that context. One of the key recommendation 

strategies employed by Smart Radio is the boosting of recommendations according to the user’s 

perceived interests at the time. When a user plays a playlist we immediately re-rank his/her 

recommendations to reflect similarity to the last ten items that the user has not rated negatively. To 

re-rank users’ recommendations after a playlist event we employ a synchronous approach which is 

illustrated in Figure 6.20. After the user selects a playlist to play, the servlet engine generates a 

synchronous ‘context’ request and sends this to the recommendation server. The recommendation 

server calls the context analyser module which builds a case base representation of the user context. 

The playlist case base is then primed with the user’s ACF recommendations. The context case is 

presented as a target case to the case base and the top n ranked cases are determined to be the 

context-based recommendations that will be presented to the user. These cases are removed from 

the set of ACF recommendations and pushed to the top of the recommendation set that is presented 

to the user. 
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Figure 6.20: A synchronous request updates the recommendation database in response to a playlist being played 

 

Users quickly learn that the recommendation set follows the trends in their listening preferences. In 

order to avoid any confusion about why the recommendation set has changed, we provide access to 

an explanation for each recommended playlist. As shown in Figure 6.21 there are two explanations. 

The first is a context-based explanation, and the second is an ACF-based explanation. We also 

make reference to the user’s novelty preference which influences the ACF ranking. Swearingen and 

Sinha (2001) and Herlocker et al. (2000) have found that user trust in the recommendation strategy 

is bolstered by revealing the reasoning behind each recommendation.  

 

 

Figure 6.21: Each recommended playlist is accompanied by an explanation  
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Query by playlist 

By clicking on the query by playlist icon Smart Radio users can retrieve a set of 

playlists similar to the one they are currently viewing (see Figure 6.22). This facility allows 

listeners to zoom in on portions of the playlist case base of particular interest to them.  When 

processing such a request the servlet engine dispatches a synchronous request to the 

recommendation engine, and waits for a response. When a response is received, the servlet engine 

invokes the JSP engine which dynamically builds a web page around a list of playlists received 

from the recommendation server. 

 

 

Figure 6.22: The Query by Playlist facility allows users to request playlists similar to the current playlist 

 

6.7 Conclusion 

In this chapter we concentrated on the data architecture of the Smart Radio system. This 

architecture is concerned with the collection and manipulation of data to provide timely 

recommendations to our users. We use a combination of synchronous and asynchronous services to 

achieve that end.  Our Data Manager converts log data into ACF data, which is then used to update 

the data model in the Recommendation Server. The Data Manager can derive implicit scores for 

track and artist data. We show that using implicitly derived artist scores helps us during the 

bootstrap phase, allowing the recommender to produce better predictions when a reduced amount 

of data is available. We demonstrate that Smart Radio is reliant upon the industry of a few playlist 

compilers whose names become well known throughout the user community, and we suggest that 

the role of community leader is the primary incentive for such users.  

 Since ACF is a lazy, data intensive recommendation strategy, we look at reducing the 

memory overhead and query-time computational expense. We suggest that the ACF technique is 

similar to a technique in CBR called case completion. We show how a memory structure used in 
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CBR can be applied with ACF. A Case Retrieval Net reduces memory overhead by storing each 

feature-value pair once as an information entity. Thus several cases may share the same 

information entity. Retrieval time is speeded up because local similarity calculations are performed 

once for each IE and distributed to case nodes that share the IE. As an example, we show how the 

calculation of the Pearson coefficient can be distributed among the IEs of the CRN during retrieval 

time. 
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Chapter 7: Evaluating Smart Radio 

Increasingly, there has been a demand for objective evaluation criteria for automated 

recommendation systems. This stems from a difficulty in evaluating which recommender is better 

than another, and in judging which criteria to use when making this evaluation. There are many 

aspects of a recommender system we could analyse (Weibelzahl 2001). For instance, the ease with 

which it can be used is certainly an important factor for success. This has much to do with HCI 

factors such as presentation and the interaction model employed.  The latter has sometimes been 

addressed by comparing the dialogue complexity of competing algorithms and in this case the 

system with the shorter dialogue is judged to be the winner (Doyle & Cunningham 2000). The most 

common evaluation approaches are performed off-line using techniques from machine learning and 

information retrieval such as cross validation and measures of recall/precision.  

We suggest that two types of evaluation are required for a recommender system: an off-line 

and an on-line approach. An off-line approach can demonstrate that the algorithms are performing 

within limits recognised in the research literature. However, an off-line approach is limited in the 

types of recommendation strategy it can evaluate. For instance, it is not suitable for comparing 

strategies that provide different types of ranking such as ACF and context-boosted ACF.  Nor can it 

demonstrate whether one strategy actually performed better than another when deployed in a live 

application with real users.  

In order to test this we use an on-line evaluation. The basic idea behind this type of 

evaluation is to measure whether real people are willing to act based on the advice of the system. 

Unlike the off-line analysis, this methodology plays one recommendation strategy against the other 

in an on-line setting and measures the relative degree of success of each strategy according to how 

the user utilises the recommendations of either system. 

In Section 7.1 of this chapter we describe an off-line analysis of our ACF strategy. This 

process will tell us a lot about the data underlying our recommendation system – its ability to build 

neighbourhoods of users, the prediction error rates and coverage. It will highlight weaknesses in 

our current recommendation strategy, and help us understand how we might overcome these 

problems. 

In Section 7.4 we present a novel on-line evaluation in which a pure ACF strategy and a 

context-boosted ACF strategy are concurrently deployed. Our goal is to measure whether our users 

find context-boosted ACF an improvement over standard ACF. Since the context-boosting 

technique imposes a ranking based on the user’s current listening preferences, the on-line 

evaluation tests whether the user was inclined to make use of the recommendations presented to 

him/her. Both strategies simultaneously compete to give recommendations to the same user at the 
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same time.  Our goal is to obtain a relative measure of user satisfaction with respect to both 

recommendation strategies. We examine how we might maintain user trust during the evaluation 

period, and how we might offer each recommendation engine equal opportunity for success. 

7.1 Off-line Evaluation 

Off-line evaluation uses existing datasets such as the publicly available EachMovie dataset or data 

gathered during the operation of a recommender prototype (Hill et al. 1995). In off-line evaluation, 

recommendation can be viewed as information retrieval, i.e. the selection of the subset of assets 

that are relevant to the user. From this perspective the metrics for evaluation are the well-known 

measures of precision and recall (Baeza-Yates & Ribeiro-Neto 1999). Precision is the proportion of 

retrieved assets that are relevant and recall is the proportion of relevant assets actually retrieved. 

However, a problem lies in defining a priori what the set of relevant assets is in a recommender 

system. Basu and Hirsh (1999), in evaluating their recommender system, defined the upper-quartile 

of the movies rated by the user as the relevant set. So the precision is the percentage of upper-

quartile movies in the set returned. The alternative to viewing recommendation as an information 

retrieval problem is to view it as a classification or regression problem. In a situation where users 

have rated assets, the recommendation problem may be cast as the prediction of these ratings – a 

regression problem. Alternatively, it may be viewed as a classification problem – the classification 

being whether an asset will be liked or disliked. The measure of accuracy may be: 0/1 error for 

classification, mean absolute error (MAE) or root-mean-square (RMS) error for regression or a 

measure of the correlation of predicted ratings with actual ratings (e.g. using the Pearson 

correlation coefficient). This allows for the type of evaluation that is common in machine learning 

where the data is partitioned into training and test data – using the training data to produce 

predictions for the test data. These estimates may be improved by using k-fold cross-validation or 

by using a Leave-One-Out evaluation, i.e. a rating is predicted by using all the data except the 

rating itself (Breese et al. 1998).  

 Our off-line evaluation draws upon existing work for the evaluation of ACF systems 

(Herlocker et al. 1999, Breese et al. 1998, Miller et al. 1997, Basu et al. 1998, Billsus & Pazzani 

1998). We have chosen not to evaluate precision and recall, and simply defined another measure 

called coverage which is the percentage of target items the algorithm was able to make a prediction 

for. This is a more suitable measure for our domain, since we may need to make a prediction on 

each track in each playlist in our candidate set. 

7.1.1 Evaluation Set-up: Leave-One-Out 

Following the example of Herlocker et al. (1999) and Breese et al. (1998) we use MAE as a 

measure of the accuracy of our implementation.  The testing technique we use is a variant of Leave-

one-out (Moore & Lee 1994) cross-validation adapted for ACF.  We calculate the MAE for each 

user instance in the dataset and average the results to obtain an overall MAE. 
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 To calculate the MAE for a single user (the test user), we withhold the user’s data from the 

dataset (leave-one-out). Then we iterate through the test instance rating data, withholding one item 

at a time (the test item). We predict a value for the test-item using Equation 4.7, where correlations 

with instances in the training data are based on all ratings in the test user minus the test item. Thus, 

for each test item a new neighbourhood is assembled based on the remaining data in the test user 

instance. This evaluation is a more thorough version of that carried out by the Herlocker et al. 

(1999) where a ten fold cross validation was used, and where 5 random items were chosen from 

each test user.  We chose this methodology because the Smart Radio dataset is considerably smaller 

than the MovieLens dataset. Accordingly the leave-one-out technique allows us to keep as much as 

possible of the data in the training portion of the set. 

7.1.2 Baseline 

As a baseline by which we can judge the performance of our system on the different dataset 

configurations, we use the mean absolute error per user obtained when predictions are made using 

the average score for each item across all users except the test user. Since ACF uses a weighted 

average across a subset of the user base to make predictions, if it cannot do better than the baseline 

technique there is insufficient data available to make personalised predictions. A similar strategy 

was used by Shardanand and Maes (1995) to evaluate an ACF algorithm in the Ringo system. 

7.1.3 Comparison with MovieLens 

In order to test our ACF engine we used the MovieLens dataset on which there have been 

previously published results (Herlocker et al. 1999, Sarwar et al. 2000b).  The goal is to ensure that 

our implementation of ACF can duplicate the benchmark results obtained on this dataset.  

 This evaluation demonstrated that our implementation could reproduce the same results 

obtained by Herlocker et al. and Sarwar et al. Setting the maximum neighbour size, k, equal to 50 

in both implementations achieves exactly the same MAE (0.7678). 

Table 7.1: A summary of the data configuration used in our evaluation (and that of Herlocker et al. 1999) of the 

MovieLens dataset 

Dataset Details 

1.  MovieLens Description: movie data capturing explicit voting preferences over a 

selection of 1682 movies 

Number of user instances: 943 

Dimensions: 1682 

Total rated items: 100,000 

Average number of items per user: 106.04 

Constraints: users have explicitly rated at least 15 items. 

Sparsity: 0.9369 
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Figure 7.1: A plot of neighbourhood size vs. Mean Absolute Error 

The graph in Figure 7.1 demonstrates a rapid decrease in MAE as neighbourhood size increases. 

This is followed by a gradual increase as more neighbours are added. The increase in MAE can be 

attributed to noise added by neighbours with low correlation scores (Herlocker et al. 1999). For 

comparison purposes we include the MAE achieved using the prediction score calculated using the 

baseline strategy, which performs quite well on this dataset. 

 We also include a measure of prediction correlation for comparison with the Smart Radio 

datasets. This score indicates how well the prediction task can follow the rating patterns of users in 

the dataset. We use the Pearson correlation coefficient, which was described in Chapter 4. As the 

correlation coefficient is scale independent, it is sensitive to the different means in each user’s 

rating set. Thus we should expect to see a better correlation score for the ACF strategy than for the 

baseline technique. 

 For this experiment we set k = 100, which is midway between 80 and 120, the optimal 

range for k suggested by Sarwar et al. (2000b) for the MovieLens dataset. Our experiments would 

seem to verify this observation (see Figure 7.1). Table 7.2 shows the results of the experiment. As 

expected, the correlation coefficient is higher than for the baseline technique, though not by a great 

margin. 

Table 7.2: The results achieved using the ACF at k = 100 to make predictions on the MovieLens dataset 

Dataset: MovieLens ACF, k = 100 Baseline Evaluation Results 

MAE per user 0.7564 0.8328 

Prediction Correlation  0.556 0.4212 

Coverage % 99.04 99.859 
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7.1.4 Smart Radio Dataset Configurations 

Due to the constraints on listenership imposed by IMRO described in Chapter 2, the Smart Radio 

dataset is considerably smaller and sparser than the MovieLens dataset. This lack of data will 

detract from the performance of the ACF algorithm. However, we use the baseline predictive 

strategy as a performance benchmark for each test set. 

 We evaluate four dataset configurations, which are discussed in the next section and 

summarised in Table 7.3. 

1. Explicit track data (track_explicit).  

2. Explicit track data augmented by implicitly derived track data 

(track_explicit_and_implicit). The algorithm for deriving the implicit data is 

described in Chapter 6. 

3. Dimensionally reduced data (artist_implicit). 

4. Dimensionally reduced data augmented by explicit artist data 

(artist_implicit_and_explicit). 

The key dataset is track_explicit since the others are augmented 

(track_explicit_implicit) or dimensionally reduced versions (artist_implicit and 

artist_implicit_explicit) of this dataset. 

 

7.1.5 Discussion on Dataset Configurations 

Dataset 1: Explicit track data 

The data collected in this dataset form the basis of all our experiments. It consists of 71 Smart 

Radio listeners who have explicitly rated 5 or more music tracks. Although we have collected data 

for more than 145 listeners, many listeners have not given us explicit ratings at all. Since we have 

no mean around which we can infer ratings for these users we do not use these ratings when we are 

making ACF-based predictions for other users. Our experiments suggest that ratings that are 

completely implicitly derived ratings are the source of considerable noise in the full dataset. We 

also do not make use of users who have rated less than 5 items explicitly. Other experiments 

demonstrate that users who have contributed less than 5 ratings have a much higher mean error 

than users who have rated 5 or more music items. The same type of data filtering has been 

undertaken in the MovieLens dataset where users who have rated less than 15 movie items are 

excluded from contributing to the ACF prediction process. 

This dataset has a higher dimensionality than the MovieLens dataset with 4131 items for 

which each user can have a rating. Thus, as well as having less user instances, it has a much higher 

sparsity level (0.9734) than the MovieLens dataset. 
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Dataset 2: Explicit track data augmented by implicitly derived data 

This dataset consists of the explicit track data, described above, and an additional set of ratings 

derived according to the implicit score algorithm described in Chapter 6. This algorithm uses the 

mean and standard deviation of each user’s explicit rating set to construct implicit scores for items 

the user has listened to but not rated. The implicitly derived dataset contributes 6735 ratings to the 

existing 71 users in the track_explicit dataset, lowering the data sparsity to 0.9504. When 

we evaluate this dataset, we make predictions for the explicitly rated items only, so as not to predict 

any bias in the implicit data algorithm. Thus our evaluation should demonstrate whether the 

implicit data improves upon the predictions made using the explicit dataset alone. 

Dataset 3: Implicit artist data 

In Section 6.5.3 we described the algorithm the data manager uses to reduce the dimensions of the 

user–item matrix. In the context of Smart Radio, using the user–artist matrix allows us to more 

effectively bootstrap users into the system. As we demonstrated in Section 6.5.4, we achieve better 

prediction accuracy when we elicit 7 artist ratings rather than 7 track ratings from the new user. 

Applying the dimensionality reduction transform (see Equation 6.1) to the 

track_explicit dataset (dataset 1), we obtain a dataset with the same number of users but 

with the item dimensions reduced from 4131, the number of music items, to 333, the number of 

artists represented in the dataset. This considerably reduces the sparsity of the dataset to 0.8632. 

When we are evaluating this dataset (dataset 3) we use neighbours correlated using this data to 

make predictions for the explicitly rated items in dataset 1. We use a modified form of the 

Leave_One_Out evaluation to test this dataset. For every test instance, we recalculate the mean 

score for the associated artist feature from the explicit track scores minus the test item score. Thus 

for each test item to be predicted a new artist feature score is re-calculated. 

Dataset 4: Implicit artist data and explicit artist data 

The bootstrap facility whereby new users could explicitly rate a set of artists was introduced to the 

Smart Radio system approximately 11 months prior to the time of evaluation. At the same time we 

extended the facility to allow existing users to rate artists if they wanted to. Thus our explicit artist 

dataset is relatively small. Of the 71 users in dataset 3, 39 have explicitly rated artists producing a 

total of 961 artist ratings. We add these to dataset 3 to produce dataset 4. We overwrite the 

implicitly calculated score for a user with the explicit score where there is a conflict. This leads to 

768 implicitly calculated scores being overwritten with explicit scores, and the addition of 193 new 

explicit scores. Thus dataset 4 is marginally less sparse than dataset 3. Our interest lies in 

examining whether the addition of explicit scores improves upon the performance obtained by 

dataset 3. As with dataset 3, we use the modified version of Leave_One_Out to test whether we can 

predict the explicit scores from test set 1. 
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Table 7.3: This table summarises the data configurations used in our evaluation  

Dataset Details 
Dataset: track_explicit 
Description: explicitly rated music items 
Number of user instances: 71 
Dimensions: 4131 
Total rated items: 7808 
Average number of items per user: 109.97 
Constraints: users have explicitly rated at least five items. 
Sparsity: 0.9734 

1 
 

Evaluation: Leave_One_Out 
Test Set: explicitly rated items sampled using the Leave-One-Out Method.  7808 items from 
71 users 
Training Set: explicit data other than the test item. 
Dataset: track_explicit_implicit 
Description: 7808 explicitly rated music items plus 6735 implicitly rated music items. 
Number of user instances: 71 
Dimensions: 4131 
Total rated items: 14543 
Average number of items per user: 204.83 
Constraints: users have explicitly rated at least five items. 
Sparsity: 0.9504 

2 

Evaluation: Leave_One_Out 
Test Set: explicitly rated items sampled using the Leave-One-Out Method.  7808 items from 
71 users 
Training Set: explicitly rated items other than the test item. 
Dataset: artist_implicit 
Description: 3116 implicitly rated artists. The scores are derived from the explicit music item 
scores in the track_explicit dataset. 
Number of user instances: 71 
Dimensions: 333 
Total rated items: 3116 
Average number of items per user: 43.887 
Constraints: users have explicitly rated at least five music items from track_explicit 
dataset. 
Sparsity: 0.8682 

3 
 

Evaluation: Leave_One_Out (modified) 
Test Set: explicitly rated items from the track_explicit dataset sampled using the 
Leave-One-Out Method.  7808 items from 71 users. 
Training Set: explicitly rated music items other than the test item (artist_implicit 
scores derived from this data). 
Dataset: artist_implicit_explicit 
Description: The 3116 implicitly rated artists from the artist_implicit dataset plus 
961 explicit artist ratings. 768 implicit ratings were overwritten with the explicit scores. 193 
new explicit scores were added. 
Number of user instances: 71 
Dimensions: 333 
Total rated items: 3309 
Average number of items per user: 46.6 
Constraints: users have explicitly rated at least five music items from track_explicit 
dataset. 
Sparsity: 0.86 

4 

Evaluation: Leave_One_Out (modified) 
Test Set: explicitly rated items from the track_explicit dataset sampled using the 
Leave-One-Out Method.  7808 items from 71 users. 
Training Set: explicitly rated music items other than the test item, plus explicit artist ratings 
(artist_implicit_explicit scores derived from this data)  
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7.1.6 Evaluation 

Our off-line evaluation has the following objectives: 

1. To demonstrate that ACF performs better than the baseline method. 

2. To demonstrate that ACF performs according to previously observed norms. 

3. To evaluate which dataset configuration performs best. We define some performance 

measures in the following paragraph. 

For each dataset configuration we demonstrate the following: 

1. Mean neighbourhood size vs. maximum neighbourhood size, k.  This will demonstrate the 

ability of the dataset to produce neighbourhoods of users. This is directly related to the 

sparsity of the dataset. The sparser the dataset, the less likely there will be overlap between 

users. Intuitively, neighbourhood size will also be affected by the number of users 

represented in the dataset. 

2. Mean absolute error (MAE) per user vs. maximum neighbourhood size, k. For each dataset 

we are interested in finding the value of k that will provide us with the lowest mean 

absolute error and maximum coverage.  

3. Prediction correlation with respect to the test dataset. 

4. Coverage vs. maximum neighbourhood size, k. We define coverage as the percentage of 

test items we are able to make predictions for.  

Additionally, for dataset configurations 3 and 4, in which we have considerably reduced the 

dimensionality of the datasets, we are interested in the comparative improvement in the rate at 

which predictions can be made.  

 

Prediction mechanism:  

The prediction mechanism is ACF using a significance threshold and an overlap threshold. As 

described in Chapter 4, a significance threshold allows us to adjust the correlation score of users 

who have fewer items in common than is specified by the threshold. An overlap threshold 

disallows correlation scores that are based on less than the number of items specified by the 

threshold. 

 Each dataset configuration was tested using different significance thresholds. For track_ 

configurations (configurations 1 and 2) a significance threshold of 40 was found to give the best 

MAE at  k = 70. For artist_ configurations (configurations 3 and 4) a threshold of 15 was found 

to give the lowest MAE at k = 70. 

 Likewise, overlap thresholds of 3 and 2 were found to be optimal at k= 70 for the track_ 

configurations and the artist_ configurations respectively. Intuitively, the overlap threshold has 

to be lowered for these datasets because dimensionality reduction will decrease the number of 

items in common. 
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7.1.7 Baseline Evaluation  

The results of the Baseline Evaluation are given in Table 7.5. Unlike the evaluations to follow, 

these results are constant. Therefore we do not provide a separate graph for this evaluation.  

 

Table 7.4: A summary of the evaluation set up for the baseline evaluation 

Base Line Evaluation: Average explicit scores 
Dataset Configuration: track_explicit 
Test set: explicit data sampled using the Leave-One-Out Method. 
7808 items from 71 users 
Training set: explicit data other than the test instance. 

 

Table 7.5: A summary of the results for the baseline evaluation 

Baseline Evaluation Results  
MAE per user 1.0354 
Prediction Correlation  0.182 
Coverage % 94.595 

 

This evaluation provides a basis for measuring whether our dataset can provide personalised 

recommendations using ACF. The MAE per user is 1.0354. This is the mean error over a 1–5 rating 

scale which is the same scale used by the MovieLens dataset. This figure is much higher than that 

achieved using the MovieLens data (0.8328). The baseline algorithm also produces a much lower 

prediction correlation with this dataset than with the MovieLens data.  We attribute these affects to 

the sparsity of the dataset, which causes single item scores to have a significant influence on the 

calculation of the mean. We would expect the same effect to be observed in the ACF calculation, 

but to a lesser extent since the prediction algorithm uses a weighted mean. The coverage figure in 

Table 7.5 represents the upper bound for the percentage of items that can be predicted in this 

dataset. This score cannot reach 100% because there are 422 items out of a total 7808 (5.4%) that 

have been rated by one person alone. Thus the baseline technique and ACF techniques cannot be 

used to produce a prediction for these items. 

 

7.1.8 ACF Evaluation 

Test 1: k vs. mean neighbourhood size 

The graph in Figure 7.2 plots the maximum neighbour size allowed, k, against the average 

neighbourhood size achieved for all four datasets. Examining the track_explicit dataset first, 

we see that the average neighbourhood size converges at 29.54 for k = 70, the maximum value for 

k. This relatively low figure can be explained by the sparsity of the data and the paucity of users. 

Even though we increase k, correlations between many users are not possible because they have not 

rated any items in common. However, the track_explicit_implicit data, which has the 
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same number of users but is less sparse, produces larger mean neighbourhood sizes at each 

increment of k. 

 The artist_implicit and artist_implicit_explicit datasets each have the 

same user set but are again less sparse. We observe that the mean neighbourhood size for each 

increment of k is accordingly larger. The least sparse dataset, artist_implicit_explicit, 

is able to build larger neighbourhoods at a faster rate than the other datasets. While the ability to 

build neighbourhoods in ACF is crucial to prediction performance, since each prediction is made 

using the accumulated data from the neighbourhood, the quality of the prediction will depend on 

the underlying rating data.  If this data is noisy, it will lead to inaccurate correlations and poor 

neighbourhoods for predictive purposes. This is particularly pertinent to implicitly derived data, 

which by its nature contains noise. If the assumptions that underlie the creation of the implicit data 

are wrong, then noisy implicit scores will be created. These scores will lead to poor correlations 

and poor neighbourhoods for predictive purposes. Therefore, in the case of the 

track_explicit_implicit and artist_implicit_explicit datasets we will be 

keen to observe whether the addition of implicit data increases MAE and/or decreases prediction 

correlation at the expense of increased coverage due to increased neighbourhood size. 
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Figure 7.2: The graph plots mean neighbourhood size as the maximum neighbourhood size, k, is increased 

 

Test 2: k vs. mean absolute error per user 

Test 2 examines the effect of increasing maximum neighbourhood size, k, on the mean absolute 

error per user for each dataset. The value of k is incrementally increased and the mean MAE for 

each user is calculated. The graph in Figure 7.3 plots the overall mean MAE per user for each 

increment of k.  For the purpose of comparison we include the baseline result from Table 7.5. Since 
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the baseline technique does not use neighbourhoods in its calculation the result remains constant 

for each increment of k. 

 

k vs. Mean Absolute Error per User
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Figure 7.3: MAE vs. maximum neighbourhood size, k 

 

The first thing we notice is that the MAE for all four datasets is relatively high compared to the 

MovieLens dataset. The higher figure on the Smart Radio data must be attributed to the lack of user 

instances in the Smart Radio dataset. While the Smart Radio dataset has 71 user instances with 

4131 tracks to rate, the MovieLens dataset has 943 users with a possible 1682 movies to rate.  

Although datasets 1 and 2 are sparser than the MovieLens dataset, datasets 3 and 4 are considerably 

less sparse than the MovieLens dataset.  

 Essentially, the problem boils down to an inability to find a set of neighbours from a 

limited set of user instances that approximate each user’s taste sufficiently. We can demonstrate 

this by examining the MAE for each user at a fixed value of k.  Figure 7.4 plots the MAE at k = 50 

for each user in the track_explicit dataset. The graph demonstrates that there are several 

users who are significantly above the mean MAE for k = 50. We find a positive correlation between 

average neighbourhood size and MAE for the track_explicit dataset (see Table 7.6), 

suggesting that the source of the error is poor neighbour selection. In effect, these users are making 

do with poor neighbours because there are no better available in the dataset. This is exacerbated by 

the sparsity of the dataset, as many users cannot be correlated at all because they have no items 

rated in common. When we plot the MAE for each user at k = 50 for the 

artist_implicit_explicit, we find that while the overall mean error rate is lower, many 

of the same outlying users still exist.  However, there is very little correlation between MAE per 

user and average neighbour size (see Table 7.6), which suggests that the increased density of this 
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dataset allows each test user to find a better set of neighbours at k = 50 than is possible with the 

track_explicit dataset. 

 

Data Set: track_explicit. MAE for each user at k = 50
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Figure 7.4: MAE for 70 users in the track_explicit dataset for k = 50. We could not make predictions for one 

user. 

 

 

Table 7.6: Correlation between MAE per user and the average neighbourhood size 

Dataset Correlation: MAE vs. Mean Neighbourhood Size 
track_explicit 0.132401 
artist_implicit_explicit 0.050327 

 

 

Data Set:artist_explicit_implicit. MAE for each user at k = 50
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Figure 7.5: MAE for 70 users in the artist_implicit_explicit dataset for k = 50 
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Figure 7.6: This graph overlays the graphs in Figure 7.4 and Figure 7.5 

 

This hypothesis is strengthened by the shape of the graph in Figure 7.3, obtained by 

plotting MAE against k. The MAE drops as k is increased but does not increase again as k grows 

larger as has been demonstrated with the MovieLens dataset. This would suggest that the algorithm 

has insufficient user data to converge to an optimal mean value for k. However, achieving an 

optimal value of k is not necessary for the ACF algorithm to work. While experiments on the 

MovieLens dataset have suggested that a best-k neighbourhood selection performed optimally 

(Herlocker et al. 1999), Sarwar et al. (2000b) have observed that the technique for determining 

neighbourhood is dataset dependent. In the GroupLens project, which we discussed in Chapter 4, a 

weighted calculation over the entire dataset was used instead of a best-k technique (Resnick et al. 

1994). This is essentially best-k with k set to the number of users available. Since prediction is 

made using a weighted average, the correlation weights perform the heavy lifting when it comes to 

prediction. Our experiments suggest that due to sparsity and lack of user data this is currently the 

best technique to use with the Smart Radio data. As the dataset grows we may need to set k to a 

lower level to extract optimal performance. 

In any case, we can see from Figure 7.3 that using ACF on each dataset outperforms the 

baseline method. To test our results for statistical significance we need to examine the absolute 

error in the scores predicted with each dataset configuration at a particular value of k. To do this we 

use a paired t-test between the sets of scores predicted for each dataset configuration. Our first 

objective is to show that the result for ACF vs. the baseline is statistically significant. As Table 7.7 

demonstrates, we find that this is the case for each dataset within a 99% confidence level.  
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Table 7.7: Smart Radio: baseline vs. ACF; paired t-test 

Dataset Configuration Results 

baseline vs. ACF, k = 70  
track_explicit 

Alternative hypothesis: baseline ≥ 
track_explicit 

Difference between means: 1.880739 

99% CI : 1.523655 to +∞  

t statistic : 12.26 

1-tailed p : <0.0001 

baseline vs. ACF, k = 70  
track_explicit_implicit 

Alternative hypothesis: baseline ≥ 
track_explicit_implicit 

Difference between means: 1.70951 

99% CI:  1.343872 to +∞  

t statistic : 10.88  

1-tailed p : <0.0001  

baseline vs. ACF, k = 70 
artist_implicit 

Alternative hypothesis: baseline ≥ 
artist_implicit 

Difference between means: 1.75336 

99% CI : 1.402054 to +∞   

t statistic : 11.61  

1-tailed p : <0.0001   

baseline vs. ACF, k = 70 
artist_implicit_explicit 

Alternative hypothesis: baseline ≥ 
artist_implicit_explicit 

Difference between means: 1.86512 

99% CI : 1.507157 to +∞  

t statistic : 12.12  

1-tailed p : <0.0001   

 

While ACF on all datasets was shown to significantly outperform the baseline technique, the MAE 

scores (see Figure 7.3) between the datasets themselves are very close. We perform t-tests between 

each pair of datasets and find that many of the differences shown in Figure 7.3 are not significant.  

 For instance, the decrease in MAE per user for the artist_implicit dataset and the 
artist_implicit_explicit over track_implicit exhibited in Figure 7.3 is shown 

not to be statistically significant. This is hardly surprising since the artist_ datasets are 

derived from the track_explicit dataset. The key observation, however, is that the 

artist_ datasets do not significantly contribute to an increase in mean absolute error. 
 While MAE per user is shown to be slightly lower for track_explicit_implicit, 
in fact the opposite is the case when we take the MAE per item. A paired t-test suggests that the 
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track_explicit_implicit dataset configuration is marginally less accurate per test item 

than the track_explicit configuration with a confidence level of 95% (see Table 7.8). 

Again, this is not a surprising result given that the implicit scores in the dataset are derived using a 

heuristic measure.  

 The decrease in MAE for the artist_implicit_explicit dataset over the 

artist_implicit dataset is statistically significant with a confidence level of 95%, 

suggesting that the addition of the less noisy, explicit artist data improves the correlations between 

neighbours.  

Table 7.8: Paired t-tests that demonstrate statistical significance between paired dataset configurations 

Dataset Configuration Results 

ACF, k = 70  
track_explicit vs. 
track_explicit_implicit 

Alternative hypothesis:  

MAE track_explicit_implicit ≥ MAE

track_explicit 

Difference between means: –0.160649 

95% CI :  –∞ to –0.039751 

t statistic : –2.19 

1-tailed p : 0.0144 

ACF, k = 70  
artist_implicit vs. 
artist_implicit_explicit 

Alternative hypothesis:  

MAE artist_implicit ≥  
MAE artist_implicit_explicit 

Difference between means: 0.102232 

95% CI:  0.004819 to +∞  

t statistic : 1.73  

1-tailed p : 0.0422  

 

Test 3: k vs. coverage 

This test examines how coverage is affected as we increase k. We define coverage as the 

percentage of test items that the algorithm can make a prediction for. Our test set contains 7808 

items sampled using the Leave_One_Out method. Our baseline achieved a prediction coverage of 

94.6% which is the optimal coverage using the track_explicit data. Since there are 422 items 

(5.4%) for which there is one rating, no prediction can be made for these items using the remainder 

of the dataset. This is also the optimal prediction coverage for the artist_implicit and 

artist_implicit_explicit datasets, which are dimensionally reduced versions of the 

track_explicit dataset. However, we would expect the track_explicit_implicit 

dataset to have higher coverage because of the addition of the set of implicit ratings derived from 

our server logs. 



 

 
177

 As we can see from Figure 7.7, all four datasets converge with varying degrees of speed 

towards the baseline optimal coverage. The track_explicit_implicit exceeds the 

baseline score after k reaches 30.  
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Figure 7.7: k vs. percentage of items predicted 

 

The coverage issue cannot be separated from the measure of MAE at each increment of k. While 

prediction coverage may quickly reach a high level for all datasets, the underlying data informing 

each prediction is quite sparse, which contributes to the MAE at that value for k.  

  

7.1.9 Prediction Correlation 

In terms of prediction correlation, the baseline technique performed considerably worse on the 

Smart Radio data than the MovieLens data. This may be due to the lack of user data and the 

sparsity of the data where one or two ratings contribute to the mean score. Comparing the four 

datasets we see that the track_explicit and artist_implicit_explicit datasets 

perform optimally (see Table 7.9). The track_explicit dataset outperforms 

track_explicit_implicit with a confidence level of 95%, which we suggest is due to 

noise in the implicitly derived data. The artist_implicit_explicit dataset improves upon 

the correlation score achieved by the artist_implicit dataset, suggesting that the addition of 

the explicit artist data improves the accuracy of the correlations between neighbours. This result is 

observed with a confidence level of 95%. 
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Table 7.9: Prediction correlation scores for the baseline technique and ACF on the four datasets at k=70 

Smart Radio: Prediction Correlation   
track_explicit, Baseline: 0.181979 
track_explicit, ACF (k = 70) 0.408648 
track_explicit_implicit, ACF (k = 70) 0.393767 
artist_implicit, ACF (k = 70) 0.397517 
artist_implicit_explicit, ACF (k = 70) 0.405527 

 

7.1.10 Dimensionality Reduction 

Our results find that dimensionality reduction by mapping music item scores to artist scores does 

not significantly alter the MAE.  However using the artist dimension allows us to bootstrap new 

users using artist scores rather than ratings from individual items. 

 As we describe in Section 6.5.3, the key issue in bootstrapping a user into the system is to 

elicit the minimum amount of information necessary so that good correlations can be made with 

other users.  By asking the users to rate seven artists, we have a much better chance of finding a set 

of neighbours than if we ask them to rate seven music tracks. In effect we achieve a better result by 

asking the user to perform the same amount of work. In fact our experiments suggest that adding 

explicit artist data to implicitly derived artist data decreases the MAE per user. 

 Another benefit of dimensionality reduction is the increased speed with which we can 

calculate correlations across 333 dimensions rather than 4131. This is particularly pertinent for 

large ACF datasets where real time predictions are required. Sarwar et al. have found that 

dimensionality reduction is a useful technique to reduce query-time for the calculation of neighbour 

users, but has poorer results for predictive accuracy (Sarwar et al. 2000a).  

 As we describe in Section 6.6.2, our implementation of ACF using a case retrieval net 

means that correlations can be calculated very quickly. In the figure below we plot the average 

prediction time per prediction at different values for k for the track_explicit_implicit 

dataset and the dimensionally reduced artist_implicit_explicit dataset.  

 On average, we can produce predictions twice as fast from the 

artist_implicit_explicit dataset than from the track_explicit_implicit 
dataset. One advantage of an increase in prediction speed is that bootstrap recommendations, 

which are calculated and presented synchronously, can be delivered very quickly. 
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Figure 7.8: k vs. the mean time per prediction 

 

7.1.11 Conclusions from Off-line Analysis 

We have shown that ACF performed on the Smart Radio datasets exhibits a greater MAE per user 

than the MovieLens dataset. However, the Smart Radio dataset is considerably sparser than the 

MovieLens dataset, and our experiments would suggest that there is not enough data to 

demonstrate an optimal value for k. However, the determination of optimal value for k has been 

shown to be dataset dependent (Sarwar et al. 2000b), and in the case of Smart Radio we need to 

apply the technique of the GroupLens project where all correlated users were used to produce a 

prediction. 

 We have found that the track_explicit and artist_implicit_explicit 

datasets perform best. The advantage of using the artist_implicit_explicit data is that it 

allows us to quickly bootstrap new users, and has lower memory and computation costs when 

calculating predictions. However, our findings must be tempered by the fact that we are working 

with less data than we would like. These results may change significantly as the dataset grows. 

However, tracking the parameters that influence algorithmic performance on each particular dataset 

is the key role of off-line analysis in a system like Smart Radio.  

Which dataset to use? 

Initially, Smart Radio used only explicit track data as the basis for correlating users 

(track_explicit dataset). Data sparsity meant that we had problems correlating users to 

make recommendations. We realised that adding implicitly derived data allowed the system to 

correlate more users, and for a time we used the track_explicit_implicit dataset, even 

though it gave us marginally lower prediction accuracy. While experimenting with improving the 

bootstrap facility, we developed the artist_implicit_explicit dataset which is now 
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used as the basis for calculating correlations in Smart Radio. The system, however, can fall back on 

the track_explicit_implicit dataset where necessary. This occurs where the user has not 

explicitly rated a track or an artist. A portion of users who joined Smart Radio before the new 

bootstrap facility would fall into this category. For these users, we use the 

track_explicit_implicit dataset as the basis for calculating correlation with other users. 

However, where a user has not explicitly rated a track or artist his/her data is not considered when 

calculating a neighbourhood set for another user. As we describe in Section 6.4.1, this is because, 

in such cases, the implicit scores are noisy, being based on the average explicit scores in the 

dataset.  

Smart Radio is accumulating an increasing amount of implicit track data. Although, our 

implicit data algorithm is satisfactory, we feel that a more precise way of deriving implicit scores is 

possible. For instance, if we could capture data directly from the player device such as track skips, 

volume changes, duration of listening – we could possibly produce better implicit scores. 

 

7.2 On-line Evaluation 

Our on-line evaluation section consists of two parts. The first is concerned with examining whether 

the recommendation strategy as a whole was successful. We do this by examining the source of 

each playlist that was played during the evaluation. By ‘source’ we mean the section of Smart 

Radio from which the playlist was chosen. There are six possible sources: ‘top lists’, ‘past 

playlists’, ‘trusted neighbour’, ‘recommendations’, ‘explicit search’ and ‘compiled from scratch’. 

In this part of the on-line evaluation we would hope to show that the recommendation section was a 

source that users regularly turned to when finding playlists. In the second part of the on-line 

evaluation we look at the recommendation strategy in isolation. During the evaluation period two 

recommendation strategies were deployed concurrently: ACF and context-boosted ACF. The goal 

of our analysis is to demonstrate which strategy was preferred by the Smart Radio users. 

 

7.3 Recommendations vs. Other Sources of Playlists 

The first part of our analysis looks at what features of the Smart Radio system users tended to use 

when selecting playlists to play.  Our results refer to the listening data of 58 users who played a total 

of 1012 playlists during the 101 day period from 08/04/2003 until midnight 17/07/2003. 
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Table 7.10:  A summary of the on-line dataset we collected during our evaluation period 

On-line Evaluation Dataset Summary 
Description: dataset consisting of four fields: userId, playlistId, source, date 
Number of instances 1012 

Number of users 58 

User average 17.45 

User standard deviation 30.97 

Possible values for the source 
field 

“toplists”,  “pastlists”,  ”trusted_neighbour”, 

“recommendations”, ”explicit_search”, 

”compile_from_scratch” 

 

 

The graph in Figure 7.9 shows the source of playlists played in the system for this period. The 

cumulative scores for that period would suggest that the recommendation category was by far the 

most popular means of finding playlists. The category with the next highest score, the past playlists 

category, is somewhat unusual as users are initially required to choose a playlist from one of the other 

categories before they can choose it again as a past playlist. In this case, 23 of the past playlists 

chosen were originally recommendations made within the period.  We should also note that building 

playlists from scratch or explicitly searching for playlists cannot be considered ‘rival’ categories to 

the recommendation category. As we described in Chapter 4, an ACF recommender requires users to 

discover a proportion of new items from outside the recommendation system itself. Were users to 

stop building new playlists, the ACF recommender would dry up, having no new items to 

recommend. Therefore, while an ACF recommender strategy should alleviate the burden of manually 

searching or filtering, it cannot remove it completely. Users have to input some work in order for the 

ACF system to distribute the benefits to others. No research has been done on describing the 

parameters affecting the minimum ‘work sink’ for an ACF system. In this evaluation, we wish to 

demonstrate that the recommendation strategy appears to be succeeding, with just under 50% of 

playlists originating there. 
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Source of playlists played from Midnight, 08/04/2003 until Midnight, 17/07/2003
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Figure 7.9: The source of playlists played in Smart Radio during the evaluation period 

7.3.1 Weekly analysis 

In order to check that the performance is consistent over the evaluation period, we divide the 101 

days into 15 intervals: 14 seven-day intervals plus a remainder of 3 days. We considered an interval 

length of one week was the most appropriate since it would reflect the working patterns of our 

users. For instance, usage of the system died off dramatically at weekends when most of our 

listeners were not at work. 

 Table 7.11 tabulates the results for these weekly intervals. We can see from Figure 7.10 

that the proportion of recommendations in relation to the other means of finding playlists remains 

high during the weekly intervals. 

Table 7.11: Source of playlists: weekly breakdown:  08/04/2003 until midnight 17/07/03 

Week Top Playlists Past Playlists Trusted 
Neighbour 

Recommend-
ations 

Explicit 
Search 

Compiled from 
Scratch 

1 9 6 1 24 3 3 
2 2 9 1 15 1 3 
3 5 6 1 24 1 3 
4 6 6 0 18 3 7 
5 6 9 0 27 5 13 
6 8 17 2 39 5 8 
7 7 10 0 42 6 6 
8 5 17 2 46 6 11 
9 3 16 5 48 8 15 

10 2 5 9 33 4 8 
11 3 12 1 46 15 7 
12 9 9 0 33 8 5 
13 16 29 1 51 16 8 
14 5 23 0 34 7 9 
15 1 20 0 24 6 4 
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Source Of Playlists : Weekly trends
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Figure 7.10: Source of playlists: weekly trends 

7.3.2 User Trends 

As well as a time-based analysis we carry out a user-based analysis to determine whether the 

behaviour suggested by Figure 7.9 and Figure 7.10 is true for a significant proportion of our users. 

 A cursory inspection of our dataset reveals that during the evaluation period we had users 

who used the system several times a week as well as other users who used the system much less 

frequently. In order to check that the performance of our recommender holds for different degrees 

of usage, we split the dataset according to how many playlists each user has listened to. We have 

10 categories in which users may fall, representing different degrees of usage of the system. Each 

category represents a range of playlist usage. The range categories and the number of users per 

category are presented in Table 7.12. The left column of the table presents a series of ranges 

representing the number of playlists a user has chosen to play during the evaluation period. These 

are qualified as light, medium and heavy usage categories. The two right most columns give the 

number of users that fall within these ranges, and the number of playlists played by these users 

respectively. The information within this table is represented visually in Figure 7.11 and Figure 

7.12. 

 We can see from Figure 7.11, that 39 users (67%) were light users that played from 1 to 10 

playlists, 14 users were medium users (24%) who played between 10 and 50 playlists, and 5 users 

were classed as heavy users (9%) who played in excess of 50 playlists. If we view Figure 7.12 we 

can see that the majority of the playlists are assigned to users that lie in the medium and heavy 

usage range (88%). We need therefore to examine whether a few prolific users are not overly 

boosting the trends we see in Figure 7.9 and Figure 7.10.  
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Table 7.12: The different degrees of usage of the system during the evaluation period 

Range: total playlist played  Number of users Number of playlists 
1–5 32 67 

6–10 
Light Use 

 7 53 
11–15 3 37 
16–20 2 38 
21–30 5 128 
31–40 1 32 
41–50 

Medium Use 
 

3 132 
51–60 0 0 
61–80 3 237 
81 + 

Heavy Use 
 

2 288 
Total  58 1012 
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Figure 7.11: The graph illustrates that the majority of users were light users, playing from 1 to 10 playlists 

Breakdown of playlists played per usage range
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Figure 7.12: The breakdown per usage range of the 1012 playlists played during the evaluation period. 
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The graph in Figure 7.13 illustrates the proportions of playlist sources in each usage range. The 

percentage figure indicates the percentage of the total in each range that came from the 

recommendations category. The recommendation strategy is, in fact, proportionally in keeping with 

the cumulative mean, 49%, across all the usage ranges. 

 However, one cause for concern is the fact that out of 58 users, 44 took advantage of the 

recommendation strategy, whilst 14 chose to ignore it completely (see Table 7.13).  This fact has 

been hidden in the data analysis up to this point. On closer inspection we can see why: 13 of these 

14 users are very light users indeed (a mean of 1.54 playlists per user). The 14th user is an outlier in 

the sense that this user repeatedly played the same three playlists, and does not choose from any 

other category other than ‘past playlists’ (see Table 7.14). Thus we need not worry about these user 

instances. For most of the 13 light users they simply had not used the system long enough to 

engage with the recommendation facility. 

Table 7.13: The number of users who did and who did not make use of the recommendation strategy 

Total number of users 58 
Number of users who used recommendations 44 
Number of users who did not use recommendations 14 

Table 7.14: The usage range for users who did not use any recommendations for the evaluation period 

Usage range for users who did not use recommendations 
Range Number of Users 

1–5 13 
41–50 1 
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Figure 7.13: The proportions of playlist sources in each usage range 

7.4 ACF vs. Context-Boosted ACF 

The previous section indicated that a high percentage of playlists originate from the 

recommendation strategies employed by Smart Radio. In this section we introduce a methodology 

to compare the efficacy of two recommendation strategies that cannot be compared using an off-
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line analysis.  We wish to examine whether context-boosted ACF is preferable to plain ACF in the 

experience of our users. The key question is whether our recommendations actually help the user 

exploit the resources available within the larger application domain. When employing a 

recommender system, the goal is to translate continued user satisfaction into continued use of the 

system resources. It is the continuing use of these resources based on the advice of the 

recommender that requires analysis when conducting an on-line evaluation of a recommender 

system.  

 How does a recommendation strategy maintain user satisfaction? Generally, a 

recommendation engine will present a list of n resources based on the user’s feedback or a user 

profile. The simplest way to do this is to present an ordered list of recommendations based on a 

score calculated by an algorithm. This score might reflect the similarity of a resource to a user 

profile/query or a score predicted by a collaborative filtering algorithm. However, a 

recommendation engine may choose other strategies to present a relevant list of resources to the 

user.  Smyth and McClave (2001) show that a recommendation set that contains too many similar 

items may be highly redundant whereas a small, diverse set would offer the user more choice. 

Swearingen and Sinha’s research (2001) would suggest that including “trust generating items” in a 

recommendation set is perceived as being “useful” by the user.  In Chapter 5, we introduced a 

notion of context-boosting where recommendations are ranked according to their relevance to the 

user’s current listening preferences. The common factor for these approaches is that they provide 

enhancements to an existing approach that cannot readily be evaluated in an off-line manner. 

7.4.1 On-line Evaluation Methodology 

In Section 7.1 we described an evaluation of a recommender system from a machine learning 

perspective that treated the recommendation task as a regression. With such an approach we can 

examine the limits within which the ACF algorithm will work on a particular dataset. However we 

cannot use this technique to evaluate an enhancement that produces a ranking based on user actions 

at a particular time. To be sure that our new hypothesis is working it is important we perform a 

comparative analysis of how it performs against a pure ACF strategy. 

 We do this using an on-line evaluation in which we measure whether real people are willing 

to act based on the advice of the system. Unlike the off-line analysis, this methodology plays one 

recommendation strategy against another in a live application and measures the relative degree of 

success of each strategy. Our evaluation methodology draws upon an on-line evaluative framework 

for recommender systems that we have earlier defined (Hayes et al. 2002b). This methodology does 

not allow us to measure absolute user satisfaction, but only relative user satisfaction with one 

recommendation strategy over another.  
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7.4.2 Evaluation Environment 

Our evaluation environment consists of a real on-line application used by a community of users, with 

a well-defined recommendation task using a specific user interface. The application is serviced by 

two competing recommendation strategies: ACF and context-boosted ACF.  In order to be able to 

gauge a relative measure of user satisfaction with the two strategies, it is necessary to log the user 

interactions with respect to the recommendation engines. By comparing usage of the 

recommendations, it will be possible to say which strategy performed better than the other. In order to 

isolate the recommendation strategies we keep other aspects that might influence user satisfaction 

(interface, interaction model) the same.  The proposed methodology can be seen as a contest between 

two different approaches to solving the same problem (in this case, winning user satisfaction) in 

which the outcome is defined by whether the user makes use of recommendations. We define three 

evaluation policies: 

Presentation policy:  

The recommendations in Smart Radio are presented as an ordered list. For evaluative purposes we 

interleave items from each strategy into a merged set (see Figure 7.14). Since the item presented first 

in a recommendation set is considered to have priority, access to this position is alternated between 

each recommender strategy after a playlist is selected to play, which is the event that triggers the 

context ordering of the ACF recommendations. 

 

Evaluation policy:  

We need to define how user actions will be considered evidence of preference of one algorithm over 

the other. In this case a preference is registered for one strategy over the other when a user plays a 

playlist after first selecting it from the recommendation set. A user may choose to adapt and then play 

a recommended playlist. We still consider this evidence of a preference for the chosen playlist over 

the others available. 

 

Comparison metric:  

The comparison metric defines how to analyse the evaluative feedback in order to determine a 

winner. The simplest way is to count the number of rounds won by the competing systems.  However, 

certain algorithms, such as collaborative filtering may only start to perform well after sufficient data 

has been collected.  Therefore, we also need to analyse the performance of each system over time 

rather than simply using a cumulative score. We also need to look at the distribution of successes over 

the user population.  
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Figure 7.14: A screenshot illustrating an interleaved recommendation set 

7.4.3 Results 

Figure 7.15 illustrates the cumulative breakdown of recommendations between pure ACF 

recommendations and context-boosted ACF for the period.  From a total of 504 recommendations 

that were played, 311 were sourced from context-boosted recommendations, 177 came from 

normal ACF recommendations and 16 were bootstrap recommendations. 

ACF vs Context Bosted ACF Cumulative Score for the period 08/04/2003 
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Figure 7.15: The cumulative scores for the ACF vs. context-boosted ACF analysis 

In order to check that these results were consistent throughout the evaluation period we analysed 

our data over 15 weekly intervals.  The graph in Figure 7.16 shows the proportion of ACF to 

context-boosted recommendations, analysed on a weekly basis for the period. In all but one interval 

the context-boosted ACF outperformed the pure ACF recommendation strategy. Table 7.15 gives 

the results of a paired t-test that confirms this result to be statistically significant with a confidence 

level of 99%.  
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Source of playlist recommendations played: ACF vs. 
Context Boosted ACF
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Figure 7.16: ACF vs. context-boosted ACF over a 15-week period 

 

Table 7.15: ACF vs. Context-boosted ACF analysed over 15 weekly intervals. 1-tailed t test with CI of 99%. 

Test:  Paired t-test 
 ACF. Vs Context-boosted ACF per Week 

Alternative hypothesis ACF Types: ACF  ≤  Context-boosted ACF 

n15     

ACF Types n Mean St. Dev St. Error 

ACF 15 11.8 5.0 1.30 

Context-boosted ACF 15 20.7 7.2 1.87 

Difference 15 -8.9 6.0 1.56 

Difference between means–8.9 

99% Conf. Interval   –∞ to –4.8 

t statistic –5.74 

1-tailed p <0.0001 

 

 

User analysis 

As we saw in Figure 7.11 and Figure 7.12, the majority of our playlist data originates from medium 

and heavy users of the system. Since these users are not evenly distributed in the data we need to 

examine the proportions of ACF to context-boosted ACF over the usage ranges established earlier. 

Figure 7.17 illustrates the results. Whilst ACF is marginally greater in two intervals, if we use a 

paired t-test to test these results for significance, we find that the hypothesis, ACF ≤ Context-

boosted ACF holds with a confidence level of 95% (see Table 7.16). 
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 If we perform another t-test, this time on the individual user recommendation data 

(represented by the graph in Figure 7.18), we find that the hypothesis, ACF ≤ context-boosted ACF 

once again holds with a confidence level of 95% (see Table 7.17). 

 Inspection of Figure 7.17 and Figure 7.18 would suggest that the preference for context-

boosted ACF is more pronounced among regular users of the system.  Light users simply might not 

have used the system enough to have formed a preference for either recommendation strategy. 

Heavier users, on the other hand, have a much greater chance to explore the facilities of the system 

and implicitly express preferences for one strategy over another through regular use. 
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Figure 7.17: ACF vs. context-boosted ACF divided into ranges of usage 

 

 

Table 7.16: A paired t-test on ACF vs. context-boosted ACF for the usage ranges shown in Figure 7.17 

Test:  Paired t-test 
   ACF vs. Context-boosted ACF: per usage range 

Alternative hypothesis ACF Type: ACF   ≤  Context-boosted ACF 
n     10 

ACF Type n Mean St. Dev. St. Error 
ACF 10 17.7 16.2 5.11 

Context-boosted ACF 10 31.1 33.1 10.47 
Difference 10 –13.4 19.8 6.26 

Difference between means–13.4 
95% Conf. Interval –∞ to –1.9 

t statistic  –2.14 
1-tailed p  0.0304 

 



 

 
191

ACF content Boosted ACF per user

0

10

20

30

40

50

60

userId

nu
m

be
r o

f p
la

yl
is

ts

ACF

Context
Boosted ACF

 

Figure 7.18: The proportion of ACF to context-boosted ACF per user during the evaluation period 

 

Table 7.17: ACF vs. context-boosted ACF. Results of a paired t-test on individual user recommendations. 

Test  Paired t-test 
 ACF vs. Context-boosted ACF: per User 

Alternative hypothesis ACF Type: ACF   ≤  Context-boosted ACF 
n 39     

ACF Type n Mean St. Dev. St. Error 
ACF 39 4.5 6.9 1.11 

Context-boosted ACF 39 8.0 12.9 2.07 
Difference 39 –3.4 7.4 1.19 

Difference between means–3.4    
95% Conf. Interval –∞ to –0.5     

t statistic–2.89    
1-tailed p 0.0032     

 

7.4.4 Conclusions from On-line Analysis 

The goal of the on-line evaluation was to determine a measure of relative user satisfaction with one 

recommendation strategy above another. We concurrently deployed two recommendation 

strategies, taking care to give each technique access to the first recommendation slot. Our 

experiment was conducted over a 101-day period in which 58 people used the system. We firstly 

examined whether the positive cumulative result in favour of context-boosted ACF would also hold 

over 15 weekly intervals. We found that it did. 

 Examination of our data showed that it was not evenly distributed amongst users, but that 

the majority of playlists were played by medium and heavy listeners. Since the majority of our 

listeners were light listeners, our analysis had to examine whether our results were distributed 

amongst these users as well as the more active users. Our results would indicate that while heavy 

users are more likely to choose the context-boosted ACF strategy, lighter users also demonstrated a 

preference for this technique. 
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7.5 Conclusion 

In this chapter we demonstrated two techniques for evaluating our recommender system: an off-

line and an on-line approach. An off-line approach is useful for determining whether our 

algorithms are performing according to previously observed norms, and for providing an insight 

into which strategy or dataset may perform optimally when used in a live system. 

 Our off-line analysis would indicate that the Smart Radio dataset does not have enough 

user data. For that reason we were unable to determine an optimal value for k. However, this is not 

necessary for the algorithm to work, and we demonstrated that four Smart Radio datasets could 

easily outperform a baseline averaging technique. We found that the track_explicit and 

artist_implicit_explicit datasets performed optimally. The latter dataset is created by 

transforming the user–music item matrix to a user–artist matrix using a simple transformation. 

Reducing the dimensions of the dataset from 4131 features to 333 artist features allows us to 

quickly bootstrap new users. Additionally, it has benefits for lowering memory costs and 

computational expense. However, off-line techniques are not suitable for measuring the efficacy of a 

recommendation strategy such as context-boosted ACF in which a ranking is produced based on user 

actions at a particular time. 

 In the second part of this chapter we described an on-line experiment in which we 

performed a comparative analysis of how context-boosted ACF performs against a pure ACF 

strategy. Unlike the off-line analysis, the on-line methodology judges the relative degree of success of 

each strategy according to whether the recommendations of each strategy were employed by the on-

line user.  The key idea is to have two recommendation algorithms simultaneously compete to 

provide the user with recommendations. We interleave recommendations so that each technique 

has an equal opportunity for success. We log the user’s response to the recommendations provided 

by each strategy and analyse the results.  In our analysis we examined the results over 15 weekly 

intervals and found context-boosted ACF to be significantly more popular than ACF with a 

confidence level of 99%. We also analysed the data according to the usage patterns of our users. 

Many users were light users of the system and thus did not contribute very many playlists to the 

dataset. We found, however, that the preference for context-boosted ACF was general amongst 

heavy and light users of the system with a confidence level of 95%. 

 While this technique can only gauge relative user satisfaction with one recommendation 

strategy over another, it does allow the developer to test whether a new strategy is perceived as being 

useful to the user population. 
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Chapter 8: Conclusions and Future Work 

8.1 Overview 

The success of file-sharing networks demonstrates that there is a huge potential market for digital 

music services, if the music industry can find a service model that is attractive to listeners, and at 

the same time reward those involved in producing recorded music. The new music services being 

promoted by the music industry seek to duplicate the centralised physical distribution model and 

profit margin associated with this. While the industry claims that such margins are necessary to 

cover the cost of 85% of their roster of artists that are not profitable, such accountancy does not 

stand up for digital distribution, where there are no production and packaging costs, and where 

music can be ordered and delivered on demand. One source of expense for the music industry is 

marketing and promotion. The concept of digital distribution has always been attractive to the 

music industry, because it suggests the possibility of a direct marketing and distribution access to 

their customer, thus dis-intermediating several links in the physical value chain.  

 In this thesis we have presented a prototype for an alternative distribution approach, one in 

which the consumers themselves are producers, building playlists of music which are then passed 

on to like-minded listeners. In this approach the service provider is an enabler of community and 

social processes, allowing information and recommendations to flow between users of the system, 

rather than engaging in targeted marketing.  

8.2 Content Issues 

We provide a detailed description of the issues relating to retrieval and recommendation of digital 

audio files. Whereas information retrieval systems use keyword extraction to represent the subject 

matter of a document for indexing and retrieval, the comparable process for audio artefacts is much 

more difficult. Low-level signal analysis can represent the audio piece in terms of its component 

frequencies, but the process requires human intervention and modelling to develop higher level 

representations that can be used in retrieval systems. The alternative is to rely on human input for 

content-description which can be a knowledge-intensive process. We call this difficulty in 

procuring description for music the content elicitation bottleneck. 

 In Case-Based Reasoning (CBR) terminology this represents a lack of readily available 

vocabulary knowledge from which case representation and similarity metrics for retrieval can be 

developed. However, we note that there are varying strengths of CBR, which generally depends on 

the domain knowledge available. In the Smart Radio domain, we are able to build a light CBR 

system using the inexpensive but basic content descriptions extracted from the id3 tags in each 
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mp3. We use this, not as a primary means of retrieval, but to augment our Automated Collaborative 

Filtering algorithm. 

8.3 Extending ACF 

Automated Collaborative Filtering (ACF) offers an alternative to a content-based strategy like 

CBR. It can be viewed as a distributed content elicitation process where the content is numeric 

rather than symbolic, indicating the users’ subjective judgements on a particular item. One of the 

advantages of ACF is that it implicitly captures the subtle distinctions people make between 

apparently similar items using criteria, such as aesthetic merit, which are hard to encode formally 

in a content-based system. 

 In Smart Radio we use the ACF facility as a recommendation strategy but also as the 

primary means of organising our listening community. Smart Radio listeners receive recommended 

playlists from their nearest neighbours every time they log in using the ACF strategy. These 

playlists will change based on the feedback they give the system.  A major drawback to ACF is that 

it is unable to make recommendations that are suitable for the user’s context. In a real time 

recommender system like Smart Radio, it is important that the system can quickly respond to the 

user’s listening interests. We proposed solving this by using a case-based technique, which would 

allow us to rank ACF recommendations according to their similarity to the user context. Rather 

than describing individual songs in terms of their most salient features, our case representation 

describes the composition of a playlist in terms of the crude meta-tags we have been able to extract 

from the mp3 files. The semantic captured by this playlist representation is the mixture of types of 

music in the playlist. Although features such as genre are not particularly discriminating, our view 

is that these feature mixtures may capture at the surface level the intention of the playlist compiler. 

Similarity, in this scenario, refers to how alike playlists are in terms of their composition. Although 

our CBR strategy is of the weak variety, as described in Chapter 3, we feel this is completely 

appropriate for an extension to ACF, which is often used in domains where content description is 

scarce.  

 We have also explained three other techniques for working with music content. These 

techniques are influenced by our view that a recommendation system must cater for how people 

use the assets being recommended. The novelty weight allows users to bias the recommendation 

engine towards their preference for new music. The playlist re-use window allows previously heard 

playlists to be recommended again, if the system finds that the predicted score of the top-rated 

playlist to be too low. A refractory period prevents playlists containing recently played tracks from 

being offered to the user.  ACF latency is addressed using three techniques: trusted neighbour 

filtering, querying by instance and query-based search. 
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8.4 On-line Evaluation 

We demonstrated two techniques for evaluating recommender systems: an off-line and an on-line 

approach. Off-line approaches are generally used to determine whether an algorithm is performing 

according to previously observed norms, and for providing an insight into which technique may 

perform optimally when used in a live system. Our analysis showed that we were unable to 

determine an optimal value for neighbourhood size, k, which would indicate that the Smart Radio 

dataset is lacking user data. However, this is not necessary for the algorithm to work, and we 

showed that ACF on four Smart Radio datasets could easily outperform a baseline averaging 

technique.  One of these datasets was created by transforming the user–music matrix to a user–artist 

matrix without loss of predictive accuracy. We show that reducing the dimensions of the dataset 

from 4131 features to 333 artist features is beneficial during the bootstrap phase, allowing the 

recommendation engine to produce better predictions when the user has submitted few ratings. In 

addition, dimensionality reduction lowers memory costs and computational expense during 

neighbourhood calculation. 

 However, off-line techniques are not suitable for directly comparing recommendation 

strategies that produce different types of ranking, such as context-boosted ACF in which a ranking is 

produced based on an analysis of the user’s current interests. We described an on-line experiment in 

which we performed a comparative analysis of how context-boosted ACF performs against a pure 

ACF strategy. Unlike the off-line analysis, the on-line methodology judges the relative degree of 

success of each strategy according to whether playlist recommendations were used by the on-line 

user.  In this experiment we have two algorithms simultaneously compete to provide the user with 

recommendations. So that each technique has an equal opportunity for success, we present 

recommendations to the user as an interleaved set in which each algorithm has access to the top 

recommendation slot in a round-robin fashion. Our experiment, conducted over 15 weeks, found 

context-boosted ACF to be significantly more popular than ACF within a confidence interval of 

99%. We also analysed the data according to the differing usage patterns of our users. We found 

that the preference for context-boosted ACF was general amongst heavy and light users of the 

system within a confidence interval of 95%. We suggest that, while this technique can only gauge 

relative user satisfaction with one recommendation strategy over another, it does allow the developer 

to test whether a new technique is perceived to be useful to the user population. 

8.5 A Case-Based View of ACF 

We demonstrate that the ACF mechanism is similar to an interactive CBR technique called case 

completion in which an incomplete target query is incrementally filled out in an interactive 

dialogue with the user. We view the ACF technique as a long-lived case completion technique in 

which the system uses the set of neighbouring user profiles to suggest case completion steps 
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(recommendations) to the user. Unlike typical CBR, however, the dialogue between the system and 

the user is on-going and case (user profile) completion is indefinitely postponed.  

 Using this insight we have addressed some of the problems inherent in ACF systems such 

as query efficiency and memory overhead by applying techniques used in CBR. We have 

implemented our ACF component using a Case Retrieval Net which reduces memory overhead by 

storing each feature-value pair once as an information entity (IE). We demonstrated how the 

calculation of the Pearson coefficient can be distributed among the IEs of the CRN during retrieval 

time. It has been recognised in the ACF literature that the use of this measure is a computational 

bottleneck when calculating neighbours from a large set of users. Accordingly, we showed how 

retrieval time is speeded up because local similarity calculations are performed once for each IE 

and distributed to indexed cases. Since the structure of CRNs can be easily adapted for parallel 

processing, the technique we propose can be scaled for much larger ACF data sets. 

8.6 Perspective and Future Work 

The Smart Radio system continues to be used in the Computer Science Department. We view the 

current system as a working prototype. In the following sections, we address issues relating to 

scalability and future development of the system. 

8.6.1 Music Database 

Smart Radio currently operates with a limited music database of 4,100 tracks. The differing genres 

of music in Smart Radio are not evenly distributed, and tend to reflect the interests of the 

colleagues and friends who contributed music to the project. Therefore, Smart Radio is biased 

towards producing more diverse recommendations from certain genres than others. For instance, 

country and reggae artists are not widely represented in the database. Therefore, there is a limited 

number of playlists in the system that could satisfy the tastes of fans of this type of music, and we 

would expect such users to receive unsuitable recommendations once they have exhausted the 

supply of those playlists. However, were a system like Smart Radio deployed with a database 

containing hundreds of thousands of tracks, with a greater selection of music from each genre, we 

would expect recommendations suited to each genre type to be generated. Of course, this relies 

upon correlating users from a potentially very sparse dataset. In such a scenario, dimensionality 

reduction techniques are imperative. In Smart Radio, we demonstrated how reducing the horizontal 

dimensions of the user–item matrix using the artist transform did not affect predictive accuracy. In 

an extreme scenario, where hundreds of thousands of items are involved, we suggest that 

dimensionality reduction would need to use another level of granularity. Were more precise genre 

description available than in the Smart Radio domain, the user–item matrix could be mapped to a 

user–genre matrix, greatly reducing the dimensions used when calculating neighbourhoods. 

However, the accuracy of recommendations made using genre as a basis for correlation, would 

depend on the accuracy of the genre descriptions in the first place. 
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 In Smart Radio we addressed the problem of recommendations using very little content 

description. Were more precise content description available, we could improve our case 

representation and make better context-based recommendations. As it stands, we have 

demonstrated how even a little content description can improve the effectiveness of the ACF 

algorithm for users. 

8.6.2 Playlist Maintenance 

Currently in Smart Radio all adapted playlists are saved for re-use by other users. Since adapted 

playlists may differ by one or two tracks from the playlist from which they are adapted, an obvious 

maintenance issue arises as more and more playlists are created. In this context, Smart Radio is a 

typical example of a long-lived CBR system which accumulates a large amount of case data. There 

are several maintenance problems for such systems.  

 One of these is ‘concept drift’, whereby changes to the external domain over time cause 

cases in the case base to become inaccurate (Salganicoff, 1997). In such situations, the most similar 

case retrieved is no longer useful for problem solving within the current context. Although this 

problem has not manifested itself yet, we suggest that because of trends in the popularity of music, 

the playlist case base in Smart Radio will suffer from this problem. This essentially means that the 

case representation used in Smart Radio will not be able to capture the emergence of newer, more 

fashionable artists that listeners may want to hear. Leake and Wilson (1998) suggest an 

introspective analysis of retrieval activity in the case base to detect whether concept drift is taking 

place. Racine and Yang (1998) observe that, in a long-lived CBR system, the most recently used 

cases may be the most useful. Thus, the case base needs to be periodically reorganised to make sure 

such cases are accessible to the user. Such a policy would appear to implicitly address the problem 

of concept drift by simply making older cases less accessible. In Smart Radio, implementing such a 

policy would be problematic because, to perform the first stage retrieval, the system relies on ACF  

which cannot recommend new items until sufficient users have already endorsed them. However, it 

is entirely feasible that the introspective reasoning suggested by Leake and Wilson (1998) could be 

applied to individual tracks in the database to discover those tracks that are becoming increasingly 

popular within certain segments of the user population. These tracks could be marked so that 

playlists containing these tracks could be included in the recommendation set. While ACF carries 

out this policy using rating data submitted by the user population, the difficulty, as we have 

discussed in this thesis, is that this data reflects cumulative rather than emerging interests.  An 

extension to the work carried out in this thesis would be to perform introspective learning on ACF 

data to isolate localised trends and incorporate this into the recommendation process. 

 However, we are still left with the issue of an ever increasing amount of playlists, and the 

resultant utility problems. Rather than by deletion or editing, we suggest that maintenance in Smart 

Radio could be carried out by introspectively monitoring playlist usage – playlists that are no 

longer retrieved or are no longer played can be retired from service. 
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8.6.3 Collaborative Maintenance 

One of the aspects of this system is that it requires users to compile a certain number of playlists 

which are then distributed to other users. Many users are passive users of the system, building very 

few playlists. Were all users to ‘freeload’, the flow of new recommendations would eventually 

stop. Therefore, we suggest that users who build playlists regularly, and whose playlists are highly 

rated by other users are rewarded by being given a more formal role in Smart Radio. Ferrario and 

Smyth (2001) use the term collaborative maintenance to describe their distributed knowledge 

management framework, in which selected users, information mediators, act as moderators, 

reviewing new material added by other users of the system. This technique is designed to ensure 

case integrity in a distributed environment where users may post or edit new information. 

Implementing such architecture is the next obvious step for the Smart Radio system. In such a 

scenario, information mediators could rate and review new playlists, thus seeding the ACF process. 

The maintenance issue discussed earlier might also be addressed, were information mediators 

willing also to validate the retirement of certain playlists. 

8.6.4 ACF User Maintenance 

A related issue is the idea of user maintenance. In this thesis we have considered the ACF process 

from the point of view of an interactive, k-nearest neighbour methodology. In such a technique 

neighbours are assembled using a similarity measure, such as the Pearson coefficient. However, 

such similarity measures do not take into account attributes that might be valuable in a neighbour in 

an ACF context. We suggest that a live neighbour, one who is still using the system periodically, 

can be more useful than a neighbour who has not posted data in a long time. Because of data 

sparsity, ACF systems generally have to accumulate as much data as possible in order to make 

recommendations. This means that datasets on which recommendations are based contain ‘live 

user’ data as well as data from users who no longer use the system. While the latter are still 

valuable in contributing ratings towards the generation of the recommendation set, a 

neighbourhood assembled completely from this portion of the dataset will contain few current 

recommendations. Thus, we suggest that in calculating neighbourhoods, it is important to ensure 

that a portion of the user data is contributed from current users. 

 As the ACF database grows, it faces the same maintenance issues as a large case base. 

While the competence measures used in CBR for maintenance may not be appropriate in an ACF 

context, other metrics might be employed to test whether a profile is useful, such as activity level 

and the types of items rated. A user who rates only popular items may be less valuable than a user 

who rates obscure items, and thus contributes ratings in relation to niche interests.  In Chapter 4, we 

described clustering techniques used in ACF. These techniques can be viewed as partitioning the 

user base according to the interests of its users. An ACF deletion policy could be based on 

incrementally removing users where prediction accuracy and coverage for the users in each cluster 

are not significantly affected. 
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8.6.5 Diversity 

The fact that several playlists may be similar leads to a diversity problem whereby a context 

sensitive recommendation set could be made up of several very similar playlists that have been 

derived from the same parent. To some extent, the refraction period inhibits this behaviour in the 

context-boosted recommendation set by removing playlists that contain tracks that have been 

recently played. A solution would be to employ Smyth and McClave’s diversity technique whereby 

recommendation sets contain playlists that are dissimilar to each other but still maintain similarity 

to the target playlist (Smyth & McClave 2001). Another would be to index playlists by their parent-

child relationships and thus not present closely related playlists in the same recommendation set. 

8.6.6 Adaptation 

Smart Radio listeners adapt proposed playlists with little help from the system. An enhancement to 

the playlist editing facility would be to suggest suitable tracks for completing a playlist. Some 

completion rules could be derived by mining association rules (Agrawal et al. 1996) from existing 

playlists. Alternatively, a case completion technique could be employed whereby playlists are 

incrementally retrieved based on the partially completed playlist. The user is then presented with 

tracks from the most frequently represented artist in the retrieved playlists. This continues until the 

playlist is completed. The process is similar to the conversational approach of the Nacodae system 

(Aha et al. 2001) which we describe in Chapter 3. 

8.7  Summary 

In this thesis we have presented a prototype system for the distribution of music on-line. We have 

used the ACF algorithm as the basis for distributing the playlist expertise of our users, and 

demonstrated how it can be enhanced to provide more timely recommendations. In such a 

framework, our users are crucially important because their preferences dictate which artists become 

popular. This is in contrast to the current models in the music industry whereby blanket marketing 

campaigns promote larger, more profitable artists. Currently, the industry is moving to create on-

line services that duplicate the centralised distribution and marketing strategies that are currently in 

place. At the same time it is trying to frighten people away from file-sharing networks by pursuing 

individual file-sharers in court. 

We suggest that the file-sharing networks are partly attractive because they are outside the 

control of the media conglomerates which run the music industry. While music consumers develop 

an empathy or following for a particular artist, this ‘brand’ loyalty does not extend to Sony or BMG 

who may market and own the recordings of the artist. It is unclear yet whether the strategies being 

pursued by the music industry will be successful. We suggest that by making full use of the 

possibilities of distributed communication, the music industry is in a position to win back 

consumers it has lost to file-sharing networks. This not only means providing competitive pricing 

for on-line music services, but also in providing facilities which enable the flow of communication 
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between listeners so that the term ‘popular music’ refers, not just to the top one hundred singles, 

but to the hundreds of thousands of songs available. 
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Services provided by Digital Service Providers 
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