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Abstract. An ambient intelligent environment needs dynamic enrollment of strangers without 
too much human intervention. For this purpose, we propose an entity recognition process based 
on images captured with low-cost but widespread webcams and easy-to-deploy image 
processing techniques. We find that the use of levels of confidence in recognition due to 
different techniques and context-based image retrieval improves the process. 

1 Introduction to Ambient Intelligence 

Weiser’s vision of ubiquitous computing [14] will be realised when computing 
capabilities are woven into the fabric of everyday life. Already companies in the 
domestic appliance market are promoting their smart home appliances – with 
communication, computation and data storage capabilities. Through such initiatives, 
spaces will become smart: endowed with ambient intelligence (AmI) to enhance the 
user’s experience. However, challenges remain for the fulfilment of this vision. These 
include auto-configuration and autonomy, especially with respect to security [8]. The 
solution may come from a “concierge”  process aware of what happens in the space, 
which can recognise strangers, acquaintances, friends or foes. 
Vision is an obvious mechanism for the recognition of people in spaces. It has been 
used for authentication based on visual biometrics (such as fingerprint, face or gait 
recognition [1, 6, 10]). Generally, these techniques are used in controlled 
environments, where enrollment is mandatory (i.e., persons to be enrolled have their 
visual biometrics entered into the security system in advance). This contrasts with the 
fundamental requirement for ubiquitous computing environments: to allow for 
potential interaction with unknown entities [9]. In an AmI environment, enrollment 
cannot always require human intervention, e.g., from a system administrator. A smart 
space is not an improvement if it makes busy householders even busier. In public 
environments, there is no list of known people to be enrolled. People roam from one 
space to another as they wish. This introduces the requirement for smooth dynamic 
enrollment, i.e., the door should not be closed to strangers, but instead any stranger 
presenting themselves might become an acquaintance. To allow for dynamic 
enrollment of strangers and unknown entities, we have proposed an entity recognition 
(ER) process [9].  
In this paper we investigate image retrieval as part of an ER scheme, called the vision 
entity recognition scheme (VER). We use commercial-off-the-shelf (COTS) products 
(e.g., basic “webcam” shipped with PC) in order to get an idea of what could be 
ubiquitously achievable today. The ER process allows the use of any scheme (i.e., 
even weak or unreliable) by taking into account confidence in recognition.  We 



investigate how to improve indexing and retrieval of previously recorded imagery 
based on its context (e.g., time and weekday) in addition to its content.  
 

2 Applying Vision Techniques to ER: VER 

One of the foundations of security is authentication. Stajano [12] emphasized that 
without being sure with whom an entity interacts, the three fundamental properties – 
confidentiality, integrity and availability – can be trivially violated. Usually, 
authentication is the first step to ensure security in computing environments but other 
work [3] discusses why traditional authentication should be reconsidered for 
pervasive computing. Our end-to-end trust model [9] addresses this problem by 
starting with recognition, which is a more general concept than authentication, i.e., 
entity recognition encompasses authentication. To allow for dynamic enrollment of 
strangers and unknown entities, we have proposed the entity recognition (ER) 
process, which consists of four steps: 

1. Triggering of the recognition mechanism 
2. Detective Work to recognize the entity using the available recognition 

scheme(s) 
3. Discriminative Retention of information relevant for possible recall or 

recognition 
4. Upper-level Action based on the outcome of recognition, which includes a 

level of confidence in recognition 
As an example of what is possible with this approach, we have developed an entity 
recognition component based on pluggable recognition modules (PRM), which allows 
the integration of more or less secure recognition schemes. We conjecture that the 
ability to recognise another entity, possibly using any of its observable attributes, is 
sufficient to establish trust in that entity based on past experience. The “Resurrecting 
Duckling”  security policy model [13] is an example of entity recognition; ducklings 
know that their mother is the first entity who sent the imprinting key when they were 
born. They must be able to recognise when the entity with which they interact is the 
one who sent the imprinting key, no more. Most of the ER schemes cannot be 
considered as strong recognition schemes. However, we can still use them in our 
recognition process since the outcome of the ER process provides meta-data on the 
level of confidence in recognition including technical trust in the recognition scheme 
used.  
In our current prototype, we assume a room with one door (see Fig. 2) and the 
equipment described in the Appendix. We combine different image processing and 
retrieval techniques (discussed in Section 3 and Section 4) to recognise people 
entering and leaving the room. The ER process allows recognition of previously 
observed/encountered entities based on visual evidence, i.e., imagery. There is a PRM 
where different vision schemes can be implemented (e.g., face matching or clothes 
colour). Each time someone moves in front of the camera, the ER process (depicted in 
Fig. 1) is triggered: we call this self-triggering because the system itself takes the 
initiative to start the recognition process in order to recognize potential surrounding 
entities. In step 2 of the ER process, the detective work consists of carrying out a 
variety of visual analyses to obtain a level of confidence of each recognition. 
Retrieval of previous imagery is based on content as well as context (see Section 4). 



Step 3 is closely related to step 2 because discriminative retention of recognition must 
be based on previously stored imagery. A difficult question is to define when the 
person who enters the room is new and converge to the real number of different 
persons monitored so far. In the ER process, there is no initial mandatory enrollment 
but enrollment is moved down in the process and occurs at step 3 when recognition 
information on a new entity is stored for the first time and for later recall. A person is 
digitally represented by a principal (p). The indexing of stored imagery for future 
retrieval at the end of step 3 also makes use of context (see Section 4). Step 4 of the 
ER process concerns further actions to be taken according to what person is 
recognised. This is almost beyond the scope of the paper but it may also be used to 
increase the level of work to be done during one round of ER. For example, if a new 
person is recognised at 2am, the concierge should increase its level of suspicion (and 
maybe send a warning message to the security guards) as well as increase the level of 
detective work and discriminative retention (which may augment the chance to later 
recognise the potential theft).  

 

 
Fig. 1. VER process diagram 

3 Image Processing Techniques 

Due to the important requirement that the system needs as little as possible set-up or 
calibration by the owner of the space, the techniques used for image segmentation and 
analysis are necessarily simple. Additionally, the near-real time performance 
requirements of the system preclude the analysis of complex biometric characteristics 
such as gait, but we have designed our indexing and retrieval scheme to allow the 
inclusion of such characteristics should sufficient computational power exist. 

3.1  Feature Segmentation 

Simple inter-frame image subtraction allows motion to be identified. If the motion 
blob area exceeds a certain threshold then it is considered a potential person. The 
region-merging via boundary-melting algorithm [11] is applied to segment the blob 
into distinct regions of significance for recognition. The significant regions, as shown 
in Fig. 2, are: 

a) Skin. Using the approach to skin segmentation suggested by Perez et al. [7], 
we transform from (R,G,B) colour space into the normalised (RN,GN) model 



and classify a pixel as skin if its values lie between certain upper and lower 
thresholds in RN and GN. 

b) Face. The uppermost region of skin exceeding a certain area threshold and 
with appropriate elongation is considered to be the face. Its bounding 
rectangular region extracted. If the region is larger or smaller than 40x40 
pixels then it is sub- or super-sampled as appropriate to facilitate inter-image 
comparison. 

c) Clothes. Non-skin regions exceeding a certain area are considered clothes. 
There are typically two such regions found: top and bottom. 

d) Hair. In theory it should be relatively straightforward to segment hair, using 
its colour as another feature to facilitate recognition. However in our 
environment was insufficient contrast between the hair and the background 
for it to be segmented reliably.  

e) Height. Relative height can be approximated as the difference between the 
highest and lowest segmented pixel. Any height comparison must take into 
account the position of the feet. 

 
Fig. 2.  Environment and segmented features 

3.2 Feature Analysis 

The face is the only feature that can be used for recognition with any reasonably high 
degree of confidence (as shown in Subsection 5.2). To date we have used simple 
template-matching (normalised cross-correlation) to match segmented faces. However 
a principal components analysis (PCA) approach could also be used and would 
probably yield better results, as has been shown in [5]. 

4 Context-based Image Retrieval 

Each time a face is segmented from the real-time video sequence, it is appended to a 
list. When the sequence is finished, each face of the list is compared to the set of 
different segmented faces stored previously. If there is no match above a minimal 
level of confidence, or no faces have been stored previously, it is added to the list of 
observed faces. Details of the other segmented features (for example, clothes colour) 



are associated with the face, as are temporal attributes such as date, time, and day of 
week. If a face matches above the minimal level of confidence then the other details 
are retrieved and used in the recognition process. In our approach, there is no training 
data and database of known users per se due to the requirement of dynamic 
enrollment. This differs from related work on real-time vision-based multi-modal 
recognition [10]. 
The advantage of pervasive computing environments is that computing entities are 
context-aware – environmental information that is part of an application's operating 
environment can be sensed by the application. Castro and Muntz [2] pioneered the use 
of context for multimedia object retrieval. We apply the concept within our ER 
process, which enables the concierge to adapt retrieval and recognition based on 
context and level of suspicion without the help of an administrator. Crowley et al.’s 
software architecture [4] for observing and modelling human activity built on top of 
their ontology for context-awareness is valuable for our type of application scenario. 
In their approach, our concierge may be seen as a supervisory controller of the ER 
process, which corresponds to an entity grouping of observational processes. Dey 
defines context as “any information that can be used to characterize situation”  [4]. We 
especially make use of time and date to index and retrieve imagery.   

4.1 For Indexing 

The first time the VER scheme is started in a new space, the list of faces and 
associated visual and temporal attributes is empty. As soon as someone comes in front 
of the camera, a sequence of faces is extracted from the video. Associated with each 
sequence is a structure storing the other elements of specific context. Our proof-of-
concept implementation consists of storing the time and the day of the week. For each 
sequence, height and colour information is also computed. A database is used to store 
the recognition clues extracted from each sequence. These recognition clues are 
indexed in specific rows and each row consists of a supposed different person. We 
can then dynamically index the different rows based on context similarity. For 
example, we can order the rows decreasingly from the row which contains images the 
most often seen on Monday mornings around 8am. For performance reasons, each 
sequence of images is processed for face template matching after the end of the 
sequence when nobody is moving in front of the camera. The face template matching 
process is too expensive to be run in parallel during the capture of the sequence.    
Once all the images of the sequence are compared, we obtain a probability 
distribution of the following form: 

(NPFR1+NFR1)*p1+…+(NPFRi+NFRi)*pi+…+(NPFRn+NFRn)*  pn +Nunknown*punknown+Ndiscarded*pdiscarded 

where pi is the supposed different person i among n previously seen persons, NPFRi is 
the number of perfect face recognitions (match above PerfectFaceRecognition) of 
person i, NFRi is the number of face recognitions (match below 
PerfectFaceRecognition but above UnknowFaceRecognition) for the person i, Nunknown 
is the number of faces either of a new person or a very different face profile of a 
known person (match below UnknowFaceRecognition but above 
BogusFaceDiscarded) and Ndiscarded is the number of images considered to be of bad 
quality (below BogusFaceDiscarded). From this distribution, a choice has to be made. 
Is it a new person or should it update the recognition clues of a previously known 
person? The update only consists of faces that are considered different enough that 



previous images (that is, between PerfectFaceRecognition and BogusFaceDiscarded) 
in order to improve scalability. In cases where face recognition confidence is 
borderline, we use the other visual attributes to help in the decision-making process. 
So far, we have followed an empirical solution, which has given encouraging results 
in real settings. However, we have chosen to discard sequences which might pollute 
the database with poor quality face images. The simplified pseudo-code of the 
algorithm is depicted below: 

Pick the person i with the greatest (N
PFRi
+N

FRi
) 

if(N
PFRi
>(10%*TotalOfNotDiscardedImages)) 

UpdateFacesOfPerson
i
  

if(NoPerfectMatch) 
{ 

if(N
FRi
>50%*N

unknown
) 

  if (((HeightMatching*50%)+(ColourMatching*50%)) >= 50%) 
   UpdateFacesOfPerson

i 

if(N
unknown

>50%*N
FRi
) 

  if (((HeightMatching*50%)+(ColourMatching*50%)) < 50%) 
    CreateNewPerson 
} 

4.2 For Retrieval 

Thanks to our indexing, we can prioritize the retrieval based on context (i.e., time and 
day of the week). There are four parameters used in our algorithm: 
TimeAndDayOfWeeK; PerfectFaceRecognition (i.e., the percentage threshold above 
which the recognition match is considered perfect: empirically from the reading of 
several sequence processing samples say 92%), UnknowFaceRecognition (that is, the 
percentage threshold below which the recognition match is considered either a new 
person or a very different face profile of a known person: again empirically say 85%) 
and BogusFaceDiscarded (i.e., the percentage threshold below which the recognition 
match indicates that the image does not correspond to a face and is discarded: we 
empirically chose 30%). In order to benefit from a probabilistic approach and the fact 
that the images of a same sequence correspond to the same person (who is entering 
the room), at most 30 faces are extracted from the sequence and compared to all 
previous faces stored in the database. In order to speed up the process, the comparison 
is stopped if PerfectFaceRecognition is reached and the images stored in the database 
are reordered. The reordering consists of presenting the images of the previously 
recognised person first, ordered by their number of previous matches. Section 5.1 
evaluates this retrieval approach. 

5 Evaluation of the Retrieval System 

We start by comparing random-based and context-enhanced retrieval and indexing. 
Then, we discuss which vision techniques are more important for improving the 
accuracy and relevance feedback of retrieval.  

5.1 Context vs. Random for Retrieval and Indexing 

One of the reasons we chose a context-based retrieval and indexing rather than 
retrieval with a random order of images is to obtain a faster retrieval scheme. It is 
worth mentioning than stopping the retrieval and not assessing all stored images for 
each new image is faster but we lose the opportunity to detect a recognition result 



greater than the PerfectFaceRecognition. However, this allows us to compare if 
context-based is really faster than random-based retrieval.  
For this assessment, videos of 10 different persons (including Europeans, Chinese and 
Indians) entering the room 4 to 5 times were recorded. The database was populated 
with the same sequence for each person: these 10 sequences resulted in 205 faces 
stored in the database. Then, the remaining sequences of each person were processed  
(although no update/creation was applied) and resulted in the extraction of 757 faces. 
Using a random approach, this corresponds to 155185 matches (757*205). Thanks to 
our PerfectFaceRecognition bound and context reordering (explained in Subsection 
4.2), assuming that each match takes the same time, the process was roughly 1.4 
faster (that is, 44780 fewer matches were needed).  

5.2 Empirical Assessment of the Technical Trust of Each Vision Technique 

Each recognition scheme has to be assessed concerning its technical trustworthiness, 
which can be seen as the relevance feedback of retrieval. The number of people we 
used for this assessment (i.e., 10) is in line with the assessment done in previous 
related work [10] (i.e., 12). 
The outcome of the ER process can be a set of n principals (p) associated with a level 
of confidence in recognition (lcr). The VER scheme is proactive: it triggers itself and 
uses a range of vision techniques which give evidence to compute a probability 
distribution of recognised entities. For example, a person among n persons previously 
recognised enters a room which is equipped with a biometric ER scheme. The 
outcome of recognition demonstrates hesitation between two persons: p2 and p3 are 
recognized at 45% and 55% respectively, these percentages represent the level of 
confidence in recognition. So, all other principals are given a lcr of 0%.  We have: 

OutcomeOfRecognition= i

n

i
i plcr�

=1
=0*p1+0,45*  p2+0,55*  p3+…+0*pi+…+0*pn 

Technical trust is associated with each vision technique (vt): for example face 
template matching is vt1 with tt1. Each technique provides a level of recognition (lr) 
for each principal. Assuming that we have m vision techniques and that each 
technique is weighted (with w) comparatively to other ER schemes used, we have: 

lcr =  jj

m

j
j wttlr **

1
�
=

 

If the sum of lr is too low, this suggests that we need to create a new principal.  
Practically, for each different vision recognition technique (face, height and colour), 
we populated the database as in the previous subsection with 10 persons and then for 
each remaining sequences (3 or 4 different sequences for each person and 36 
sequences in total), we counted how many times each scheme makes the right 
decision (that is, if the sequence corresponds to person i, the scheme should recognise 
person i). We obtained a technical trust of: 0.94 for face template matching (34/36), 
0.39 for height matching (14/38) and 0.53 for colour matching (19/36).  

6 Conclusion 

This work demonstrates the applicability of our entity recognition process to 
computer vision techniques. The use of context and level of confidence in recognition 
allows us to index and retrieve faster than with a random approach. In fact, the 



convergence to the true number of people is based not only on image content but also 
on context. We obtain dynamic enrollment. However, in order to get a database 
converging to the real number of persons, the system still drops lots of sequences, 
which are considered of bad quality and could pollute the database. 
We have determined that low-cost webcam camera imagery and simple image 
processing and analysis techniques are sufficient to allow face recognition with a 
reasonable level of confidence, and other visual attribute recognition with lower, but 
still useful, levels of confidence. Initial evaluations of the system have yielded 
promising results and shown that little configuration is needed.  
We argue that what is achieved by our system can already be useful for a range of 
ambient intelligent applications, especially for applications focusing on monitoring 
rather than security. We speculate that the widespread deployment of our system 
(which can be done since webcams are widespread and if we release our software) 
could already raise serious privacy concerns.  

7 Appendix: Equipment and Software 

The COTS low-cost CCD camera with USB interface to a conventional laptop 
(PentiumIII mobile CPU 866MHz with 256MB RAM) is typical of what is often 
referred to as a "webcam". It is used in a mode which provides 320x240 pixel 8 bit 
colour imagery at 15Hz for each channel. Actual resolution and sensitivity are lower 
due to a colour filter over the CCD and the poor-quality analog-to-digital converter 
used for quantisation. The camera's focal length is 30mm. Its lens faces the door. The 
software is written in C++ and uses a MySQL database. The graphical user interface 
(GUI) is presented in Fig. 3. 

 
Fig. 3. Software GUI 
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