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Abstract

We presenta meansof comparingtexts
to highlight their informational differ-
ences. The systembuilds a Directed
Acyclic Graph representationof the
combined WordNet hyperrym hierar
chiesof thenouns.Comparisorof these
yields a graphwhich distinguisheami-
norlexical & majorcontentdifferences.

1 Intr oduction

As JohnLocke wrotein the seventeentitentury
No knowledgewithout discernment

In the 21st Century the average human needs
more thanthe averageamountof discernmento
get much knowledge from the vast profusion of
information available to them. This paperad-
dresseghe questionof distinguishingtexts from
eachother It is aboutsimilaritiesbut alsodiffer-
encesgdetailingastructureoy whichdifferenceof
contentmay be distinguished,independenfrom
surfacedifferences.

Thepaperdescribesa systenfor modelingtexts
startingfrom its lexical itemsand supplementing
thesewith “world knovledge”from WordNetand
thencomparingthe contentof thesemodels.Sec-
tion 2 discussesheoreticalmodelsof text which
highlight the central role of lexis in text mean-
ing andtheir usein NaturalLanguageProcessing
applications. Section3 detailsthe representation
built andthe processf text comparison.Section
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4 setsout the analysisfor 3 pairsof texts. Finally
thereis a brief discussiorof thiswork-in-progress
andhow it will progress.

2 RelatedWork

Much currentresearchn the areaof NLP is in-
debtedto (Halliday and Hasan,1976) for their
exposition of the notion of cohesionas a com-
bination of forces at work to knit a collection
of disparatesentencesinto a text, a cohesie
whole. They cateyorisedthe factors contrikut-
ing to textual cohesiorinto grammaticatievices—
reference,substitutionand ellipsis—conjunction
andlexical cohesion.

In generalterms, lexical cohesionrelies on
somesimilarity or relatednesamongexical items
in atext. Thisassumptiornthatthelexical itemsin
atext arerelatedsystematicallyon morethanjust
a grammaticalevel hasfired researchnto means
of text representatiofbasedon lexical itemsand
alsointo the exploitation of suchrepresentations
to tackleclassicNLP problems.

Representationmay be structuredor unstruc-
tured. Theanalysissetoutin (Halliday andHasan,
1976)anddevelopedin (Hasan,1984)focuseson
a structuredrepresentationiexical chainsof re-
lated items which throughtheir interactionwith
eachothermake text coherent.(Hoey, 1991)fur-
ther develops this idea as repetition nets which
capturethe relationsbetweenlexical itemsin a
text. Marny computationalmodelstake lexical
chainsasthe premisefor building representations
of text, for example (Harabagiuand Moldovan,
1998).



Approachessuchas Latent SemanticAnalysis
(Deerwesteetal., 1990)do not attemptto build a
structuredrepresentationf the relationsbetween
individuallexical itemsbut give aglobalpictureof
text “meaning”.

Giventheavailability of knovledgebasescom-
putationalapproachedasedon lexical cohesion
candrav on more thanjust the lexical itemsto
build a modelof text. WordNet(Fellbaum,1990)
hasbeenusedextensvely in this regard,see(Mi-
halceaand Moldovan, 1999), (Harabagiu,1999),
(Agirre and Rigau, 1996). The knowvledgebases
representetby large corporaarealsousedto sup-
plementlexical information,systemsncludeLSA
(Deerwesteret al., 1990), Vectile (Kaufmann,
1999).

Theserepresentationhiave been exploited to
tackle mary classicNLP problemssuchasword
sensedisambiguation(Mihalcea and Moldovan,
1999), merorymy resolution(Markert and Hahn,
2002), pronominal resolution (Harabagiu and
Maiorano,1999),topic identificationandtext seg-
mentation(Hearst,1997),(Kaufmann,1999),tex-
tualinference(HarabagitandMoldovan, 1998).

This paperfollows in this vein, on the premise
thatjust the collectionof lexical itemshave much
to tell aboutthe structureand contentof a text
without taking other structural aspectsinto ac-
count. It presentsa very simplerepresentatiomnf
lexical itemsin atext enrichedwith WordNethy-
perrym relationswhich is usedto highlight types
of differencesbetweentexts. The tasksof text
cateyorizationandinformationretrieval dealwith
gaugingsimilarities amongtexts: texts and cor
poraor texts andquerystringswherea high mea-
sureof similarity denotingsuccess.Shifting the
focusto text differencesmayyield interestingre-
sults for relevancefeedbackwherea measureof
similarity hasbeencalculatedand cateyorisation
of whereindividual texts differ from somedesired
targetcouldbe useful.

3 Approach

The approachusedhereis quick anddirty. The
aimis to build somerepresentationf atext, in this
instancenews text, thento comparerepresenta-
tionsof relatedstoriesto identify their differences.
The representatioris built using just nouns.

This is clearly a short-coming,however, for a
quick anddirty approachjt sufficesfor the mo-
ment.

In orderto extractthe nouns,the texts arefirst
taggedusingLT POS,ataggerandchunler from
the Languageand TechnologyGroup at the Uni-
versity of Edinburgh. The hyperrym hierarchy
for all sense®f eachnounis thenextractedfrom
WordNet. Thesesynsetlists arethenmemgedinto
adirectedagyclic graphto representhetext, am-
biguitiesandall. Thesegraphsform the basisfor
acomparisorof texts.

3.1 The Representation

The aim is to produce a useful representation
which couldbegeneratedrom freetext, with min-
imal pre-processingndno disambiguation.
WordNet provides a rich knowledge basefor
Englishin which conceptstermedsynsetsor syn-
onymy sets,arelinked by semantiaelations.The
systemdetailedhereusesthe WordNethyperrym
“IS-A” relation. For eachlexical item in thetext,
the hyperrym hierarchyfrom beginningto endis
addedto the representatiof the whole. The fi-
nal structureis a directedacgyclic graphcontain-
ing a subsetof the WordNet hyperrym linked
structure. Eachnodein the graphrepresentsa
WordNet synsetand a count of its frequeng in
the text. The intuition is that the main entities
andtopic areasarethoselinked by frequentlytra-
versededgesn the graph. This structurecaptures
the lexical chainsformedby reiteration—through
generalnouns, synorymy and superordinatesr
just repetition—asdgeghat have beentraversed

morethanonce.

For example, Textl, the following short text,
basedon an extract from (Halliday and Hasan,
1976)p. 279.

Theres a boy climbing thattree. The idiot will
fall if he's not careful. EImsarenot very sturdy
The poorchild might hurthimself.

yields, amongother chains, theselexical chains
connectingooy-child-idiot andtree-elm.

child
boy
man

causal _agency hunman juvenile
nal e
organi sm boy
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si npl et on idiot
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Figurel. Partial hyperrym graphfor Textl
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Figure2. Pathfrom hyperrym graphfor Textl

While the flora-treepathis reinforcedby the
addition of the hyperrym path for elms, the
abstraction-tre@athis not reinforcedby connec-
tionswith ary othernodesandindeedremainsthe
only nodestemmingfrom the root abstractionn
thetext.

In practice,graphs,suchasfigure 1, arestored
asadjaceng matricesof synsetdentifiersto facil-
iate comparisorwith othertexts.

3.2 Comparison

The comparisonof the matrix representationsf
two texts, T1 and T2, yields anothermatrix of
synsetnodes.The comparisongndresultingma-
tricesusedin this approactarethefollowing:

e T1\T2: the synsetnodespresentin T1 but
notin T2

e T2\T1: the synsetnodespresentin T2 but
notin T1

e T1NT2: theintersectionof the two texts, all
synseinodespresenin bothtexts

If two textsareoncompletelydifferentsubjects,
thedifferencematrices;,T1\T2andT2\T1, contain
mostof the original matrices,T1 and T2, respec-
tively. If they arequitesimilar, the differencema-
trix will containa very restrictedsubsebf thein-
putsynsehodesandthesimilarity matrix contains
the lion’s share. New entitiesare representedby
completepathsin thematrix, otherlexical choices
may appearas absenceor presenceof a few ad-
ditional nodes.An emptyor almostemptydiffer-
encematrix canindicatetwo things: the texts are
very similar or onetext subsumesganother

If the intersectionof two texts is significant,a
comparisorof the T1\ T2 and T2\ T1 matricescan
give anindicationof which of thetwo textsis more
informative on a particularsubject,i.e. whether
they are sufiiciently differentto warrantreading
bothor whetheronesubsumeshe other Possible
relevancefeedbackcommentsinclude “if you've
readthis, you probablydon't needto readthat” or
“readoneor theotherbut don't worry aboutboth”

or “whatever they're saying, it's somethingvery

. different,readboth”.

ree

The statisticaltest usedto determinesignifi-
canceof the resultsof comparisonis chi-square.
(Kilgarriff, To appear)statesthis performsbest
amongothertestsevaluatingsimilarity within and
acrosscorporaandthisis arelatedtask.

Having computedT1NT2 T1\T2 and T2\T1,
we formulatea chi-squarecontingenyg tableof the
form:

The Other Part
T2\T1
TI\T2

Shared Text & One Part
TINT2 + T1\T2
TINT2+T2\T1

T1
T2

Tablel: Chi-squarecontingeng tableschema

Thus, the rows in eachcasesum to the total
text size (words,in the caseof word basedcom-
parison,andtotal nodesfor the two texts for the
proposedNordNetderived comparison).The chi-
squarecontingeng table is usedto testwhether
the null hypothesisthatthereis no impactof the
influenceof text choice(the row) on the distribu-
tion in the column, may be rejected. Statistical
significancemeanghatthe hypothesianay bere-
jectedasan asymmetryexists in the contrikution
of oneof the two texts to the overall total. Lack
of significancendicateshatthetexts arevery dis-
similar to the point of not being informationally
comparableln otherwords,eachrow is bounded
by (wordsor synsets}hetotal setof typesderived
from theunionof thetexts, but thecolumnsisolate
differential contritutions of the text pairs. Thus,
significancein the Chi-squaretestis directly re-
latedto differencesn theindividual contrikutions
of thetexts, albeitmitigatedby the contritution of
the T'1 N T2 termwhich is a frequenyg countof
their joint contritution.

Themethodallows pairwisecomparison®f in-
dividual texts, andrequiresround-robincompari-
sonto identify overall uniquenessn information
contrikution from alargerbody of texts. Although
examplesarenotincludedin theabstractthevery
programsthat allow computationof textual and
WordNetnodeoverlapalsoadmitindexing of the
documentgo supply exact ‘pinpointing’ of puta-
tive informationaldifferences.



The Chi-Squardestasoutlinedboundsthe en-
tire comparisonby the cardinality of synsetsin-
voked by the two comparedtexts together The
row effect is the differential effect of the unique
contritution of eachindividual text on that total
cardinality The columneffectis the total contri-
bution of eachtext in analgebraicallyconstructed
isolation.

SupposealargerT1 U T2 thanT1 N T2. Then,
evenif thereis a sizedifferencein T1 and T2, it
is possibleto measurehelarger contritutorto T1
U T2, andhencemeasuranformationdifference.
If TLU T2is comparabléo T1 N T2,thenT1\T2
is comparabldo T2\T1. If thereis a disparityin
T1U T2 comparedvith T1 N T2, thenit is possi-
ble to comparetherelative contritution of T1 and
T2, shouldthe differenceresultfrom samplesize.
However, in thetexts we experimentwith, sample
sizesarecomparable.

The contingeng table as constructed is
boundedby the sizesof the overall setof unique
conceptsthatof theindividual contrikutions,and
thatwhichis commonto both.

Thenext sectionevaluateghesystenfor 3 pairs
of realnewstexts.

4 The Texts

This sectionprovides examplesfrom a corpusof

news texts of how the systemdescribedin this

papercandistinguishthe degreeof differencebe-

tweentexts. Thetexts, printedin AppendixA, are
titted Arsenicl, Arsenic2,Bomb2, Shootingand

Budget. The resultsdiscussedelov are based
onanevaluationof thecomparisormatricesusing

the chi-squaresignificancetest discussedabove,

with asignificancdevel of p<0.05,thechi-square
valueshouldbe > 3.84.

4.1 Sametopic: Arsenicland Arsenic2

The two texts, Arsenicland Arsenic2,relatethe
samestory of a masspoisoningat a Churchin
Maine andthe deathof the main suspect. How-
ever, comingasthey dofrom differentsourcesthe
storyis told someavhatdifferentlyin each.

Table 2 detailsthe resultsof a comparisonof
the adjaceng matricesof the two texts. The chi-
squarevalue, 9.32, indicatesthat the distribution
of nodesis statistically significant, that the texts

arerelated,andthattheir individual contrilutions
beyondtheintersections interesting.

Chi-square 9.32(p < .01)

Measure T1NT2 TI\T2 T2\T1
Nodes 436 314 381
Percentage 39% 28% 33%

Table2: ArseniclvsArsenic2nodecomparison

A comparisorof the texts basedpurely on the
lexical itemsin the texts yields the resultssetout
in table3. For significanceatthe .05 level at 1 df,
chi-squareshouldbegreaterthanor equalto 3.84.
Here,chi-squareés 0 indicatingthatthe word dis-
tribution is not significant, that the texts are not
related. This pointsto an aspectof the intended
contribution of our work: giventhe small sample
sizes,text-based(thatis, explicit word or lemma
based)measure®f informational contritution of
two texts suffers from data-sparsenesaihile it
is clearthat POStaggedcomparisonsuffer from
excessnoise,our intentionis to usethe interme-
diatelevel semantidaggingsuppliedby activated
WordNetnodes. This intermediataepresentation
on thesetwo short texts that are clearly related,
but which also clearly involve substantiallydis-
tinct vocalularies, provides an initial indication
thattheapproachs viable.

Chi-square 0(p <1)

Measure TiNT2 TI\T2 T2\T1
Words 96 108 108
Percentage 30% 35% 35%

Table3: Arseniclvs Arsenic2word comparison

4.2 Unrelatedtopics: Bomb2 and Budget

The last sectiondemonstratedhat our approach
can generateuseful information: “thesetwo ar
ticles are relatedand both contritute distinct bits
of information,so probablyyou shouldreadboth,
with an eye to whatthe index mechanisnflags”.
A contrastingstatisticis also necessaryf oneis
to receve adviceof theform: “while noodle.ne/s
hasclassifiedthesetwo articlesasaboutthe same
topic, they actually contritute identically to their
suminformation” (ie. eitherthey areidenticalor
utterly unrelated).



Thechi-squarevaluein table4 indicatethatary
similarities betweentexts Bomb2andBudgetare
not statisticallysignificant.For significanceat the
0.05level, thechi-squarevalueshouldbe > 3.84.

Chi-square 0.0020(p < 1)

Measure T1NT2 TI\T2 T1\T2
Nodes 146 407 406
Percentage 15% 42.5% 42.5%

Table4: Bomb2vsBudgetnodecomparison

Closer analysis of the intersection matrix,
Bomb2 Budget,yieldsanoutline of whatkind of
similarities exist betweenthe two texts. A large
portion of the matrix containspathsending on
genericterms,suchas:

skilled worker
electricaldevice
cognitive process

While the differencematricescontain the more
specificterminalnodesof thesepaths.

e Bomb2:skilled worker to man/ serviceman
e Budget:skilled worker to minister

This would suggesthat all texts have a baseline
similarity—beingfor the mostpartaboutentities,
etc. An extendedsystemshouldtake into account
the shapeandnatureof the intersectiommatrix, as
well asits size,to determinenvhetherthe similari-

tiesarebaselineor significantsimilarities.

4.3 Relatedtopics: Bomb2and Shooting

As a critical evaluationof our idea, we examine
anintermediateomparisonBomb2andShooting
both recounta story of a shootingin Belfast. The
eventsthemselesarenot relatedandhappenedt
separatdimes. The subjectmatter however, is
similar. Again,thechi-squarevaluein Table5 are
significant,indicatingthatthetexts arerelated.

In this instance the word comparisordataalso
producesa significant result, with a chi-square
valueof 32.9,p value< 0.001.

This revealsthat our notion of topic tracking
is not refined enoughto base comparisonson
texts automaticallyidentifiedto be aboutthe same
events However, it correspondinglydemonstrates

Chi-square 235.30(p < .001)

Measure T1NT2 TI\T2 T2\T1
Nodes 161 392 119
Percentage 24% 58% 18%

Table5: Bomb2vs Shootingnodecomparison

succes identifyinginformationallydistinctarti-

clesaboutrelatedeventtypes someonénterested
in oneof the eventsmay well beinterestedn the

otheron the basisof their commonthematiccon-

tent.

5 Discussion

Conclusve resultswould requireananalysisof far
moredatathanhasbeenpresentedhere. This task
is currentlyin progress.

However, these preliminary analyseswould
suggestthat this approachcan discriminatedif-
ferencesin texts at least better than a baseline
word comparisonapproach. The systemoutputs
a quite dependableneasureof similarity or dif-
ferencesbetweentexts and also what thesedif-
ferencesor similarities are—thetermsassociated
with the synset.

6 Future Work

Our proposalis very much a work in progress,
the aim to develop the representatiorio provide
a basisfor comparisorof text for mary criteria—
contentdifficulty, genre,etc. Somespecificareas
for developmentinclude: Parts of speech The
motivation for excluding all parts of speechbe-
sidesnounswasto have aworkingmodelonwhich
to beagin experiments.The ultimateaim, however,
is to incorporateall parts-of-speechn thetext rep-
resentation. WordNet relations WordNet pro-
vides much more varied resourceghan just the
hyperrym hierarchyamongnouns.Theotherrela-
tions: antorymy, merorymy andholorymy should
alsobe exploited, asin, for example,(Harabagiu,
1999). Dimension reduction or path-finding:
The inclusionof all partsof speechand of more
WordNetrelationsentailsan explosionin the size
of the matrix bringing attendanbf issuesof how
to dealwith sucha large datastructure.Ambigu-
ity: The DAG is not disambiguatedo every am-
biguousword introducesor strengthenspurious



nodesand edges. This aspectcanbecomea task
in itself—ahyperrym hierarchysimilarto thatde-
scribedherehasalreadybeenusedo acertainsuc-
cessfor ambiguity resolution(Agirre and Rigau,
1996). It could alsobe exploited to someextent.
Thereare caseswvhenthe level of ambiguity of a
text may be a significantfeature,for example,in

deciding on suitability of a text for a particular
readership.DAG structural analysis As noted
in section4.3, the shape,as opposedo the con-
tents,of the graphproducedor anindividual text
is atelling characteristicA comparisorof struc-
turesacrosggenrecouldyield interestingresults.
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A Appendix: NewsTexts

The following news texts are from RTE Interac-
tive, thelrish NationalBroadcastes internetdivi-
sionandfrom the GoogleNews site

A.1 Arsenicl!

Maine Police Link DeadMan to Arsenic CaseSatMay 3,
200301:32PM CARIBOU Maine (Reutes)—Mainepolice
on Satudaylinkeda manwhodiedof a possiblyself-inflicted
gunshotwoundto the arsenic-taintedcoffee poisoningat a
local church thatkilled oneparishionerandsickenedat least
15 others.

State Police Col. Michael Sperry told reportes that
Daniel Bondeson53, who died on Friday eveningat a hos-
pital in Caribou,wasinvolvedin the poisoningat the church
that has rocked New SwedenMaine a town of about 600
peoplenearthe Canadianborder.

"We havelinkedthe shootingto the deathat the church;
Sperrysaid,explainingthat police hadfoundkey information
at Bondesors farm housewhere he wasfoundshot. Bonde-
sondiedafter emegencysurgery.

Sperryhowever declinedto describethe informationthat
policehadfound,anddeclinedto saywhethempolicehaddis-
covered a suicidenote or arsenic. A seach of Bondesors
Wbodland,Mainehomewasexpectedo take several days.

"This was reportedas a self-inflictedgunshotwoundto
us, Sperrysaid, adding however that police won't say for
sure whathappenedintil the bodyis autopsiedon Monday

Themysterybegan last Sundaywhenparishiones at the
GustafAdolphLutheran Church in New Swedersuddenlyfell
ill after services.

1Text via GoogleNews, 3 May 2003



Oneman,78-yearold Walter Morrill, died after drinking
the coffeeand several others were hospitalized Bondesona
badelor, wasa membeiof the church but did not attendlast
weeks sermon. However his brother and sister were there
but did not drink anything parishiones said.

Police earlier this weeksaid the concentation of arsenic
ledthemto believeit hadbeenputinto thecoffeedeliberately.
They calledin the Federl Bureauof Investigationto gather
fingerprints and DNA samplesfrom as manyas 50 parish-
ionersto try andfind thekiller.

Arseniccankill quidkly if consumedh large quantities al-
thoughsmall,long-termexposue canleadto a mud slower
death.It canmgivea strongbitter tasteto food or beverages
it contaminates.

A.2 Arsenic

Police: Shootingmay be tied to poisoning 5/3/20031:06
PM NEWSWEDENMaine(UPI)—Investigatosin thesmall
northernMaine town of New Swedersearched Satuday for
possiblelinks betweera fatal shootingand a church arsenic
poisoningcase

Daniel Bondeson53, died Friday evening shortly after
he was found shot at his homein Wbodland, adjacentto
New Sweden Police said Bondesorwasnot a suspectn the
church poisoning but seachedhis homefor any connection
to the laced church coffee that killed one elderly man and
sickenedat least 15 other people Two of the victims were
still in critical condition.

"We won't male a determinationuntil the autopsy(on
Bondesors body) Monday Col. Michael Sperry chief of
the Maine StatePolice, said Satuday outsidethe Caribou
courthouse

"This is an openinvestigation,and we are still looking
at whois involved, he said. Investigatos are treating the
arseniccaseasa homicide

"The FBI is still verymud involved; addingthe arsenic
poisoninghashad”a huge impacton this smallcommunity
about20 milessouthof the Canadianborder.

The poisoning occurted Sunday after servicesat the
GustafAdolph Luthelan Church in New Swedena commu-
nity of about620in the potato-farmingregionin rural north-
ernMaine

Amongthe two dozenparishiones who drank the coffee
wasWalter ReidMorrill, 78, whodied Monday Morrill was
a memberwho lived next to the church and servedas care-
taker andheadusher

The remainingcoffee in the percolator contained”high
levels” of arsenic,said StepheriMcCausland spolesmarfor
the Maine Departmenbf Public Safety

He said testsconfirmedthe arsenicwas not in the un-
brewedcoffeg in thetap wateror in thesugar

Word that someoneappaently had delibeately put ar-
senicin the coffeefrightenedarearesidents.

“This is a small communitywhele everyoneknowsead
othel” McCauslandtold United PressInternational. "We
dont know whether(the perpetator) was amongthem or
someondromoutside but the focusof our investigationnow
is to find whois responsibldor introducingthe arsenic,and
why’

Text via GoogleNews, 3 May 2003

A.3 Bomb2®

Man duein court for bomb attempt

A 34-yearold manis duein courtin the North chargedin
connectionwith an attemptedirebombattack in Belfastcity
cente at theweelend.

Themanhasbeencharged with possessiof explosives
with intentto endangr life and conspiacy to causean ex-
plosion.

He wasarrestedin a major securityopemtion in the city
cente last Sundaynight, during which a secondman was
shottwiceby police

Police discovered a device consistingof two gas cylin-
ders and two pipe bombslinked to a numberof containes
of flammabldiquid in a car abandonedutsidethe motortax
officeat UpperQueenStreetat theweelend.

Atimer device hadbeenattadhedandactivated.

Theshootingof the secondmanby policeis beinginvesti-
gatedby the North’s Police OmludsmanNualaO’Loan.

A.4 Shooting

8SHOT. R1 SM 05-12-200207.51 Two men have been
injured in paramilitary style attacks in Ardoynein north
Belfast.A 27 yearold manwasshotin theleg; hewasfound
near ArdoyneAvenueshortly after eight o’clock last night.
Anda 20yearold manwasalsoshotin theleg in thegarden
of a houseat Butler Walk in the city. Police saidtheincident
happenedat aroundmidnight.

A.5 Budget

Minister briefs Cabinet on Budget. 041202TM12.50

TheGovernment Budget for 2003will beunveiledin the
Dil this afternoonby the Minister for Finance Charlie Mc-
Creavy. It is expectedhat only very smalltax reductionswill
be included,while increasesn Social\W\elfare paymentwill
generlly bekeptin line with therate of inflation.

TheMinisteris expectedo male a budgetary provisionto
pay the 25% badkdatedelemeniof the Public SectorBend-
marking pay awards. A freezeon public sectornumbes as
well as a three-yearprogrammeto reducestaf levelsin the
public sectoris also expectedbe announced.Mr McCreery
briefed the Cabinetat an early morning meetingaheadof
this afternoons Dil debate Coverage of the Dil debatewill
be broadcastduring a special5-7 Live programmeon RTE
Radio Onefrom 3.30pmand on Raidio na Gaeltatita from
4.08pm. SpecialBudget programmeswill also be broadcast
on RTE One Television from 3.35pm,on NetworkTwo from
4.30pmand on TG4 at 8.30pmthis evening during which
there will be a phone-inwith a panel of experts. RTE Ra-
dio One 2FM, Raidiona GaeltathtaandLyric newshbulletins
will provide reportsof Budget announcementsAnd follow-
ing the 9 o’clock news on RTEOne Television, there will be
further interviews, analysisand discussionabout the Bud-
get. TheRTEwebsiteand Aertel will also provide up-to-the
minutereports.

3Text from RTE Interactive, 27 Nov 2002
“Text from RTE Interactive, 5 Dec2002
5Text from RTE Interactive, 4 Dec2002



