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Abstract (i) a(finite, 2-pointed) framénN, A, 0, 1) to be a finite set
N of nodes a setA C N x N of arcs and distin-
Events employed in natural language semantics are guished nodes 0 and 1 (which often but not always are

characterized in terms of regular languages, each string in the numbers 0 and 1 ordinarily denote), and
which can be regarded as a motion picture. The relevant
finite automata then amount to movie cameras/projectors, (i) @ (®-)event-automator¥’ to be a frame(Vg, A,
or more formally, to finite Kripke structures with par- O, L) andlabelingfunctionl, : Njy — Pow(?) that
tial valuations. The usual regular constructs (concatena- maps a node € Ny to asetz(n) C @ of formulas.

tion, choice, etc) are supplemented with superposition of 15 justrate, the very rudimentary picture (2) of

strings/automata/languages, realized model-theoretically gig Romey is provided by the event-automaton

as conjunction. ({0,1},{(0,1)},0,1), [ where dom(l) = {0,1},
1(0) = {alive(Romed} andi(1) = {dead Rome9}.

1. Introduction @) ’alive(Rome())‘ . ’deao(Rome(}o‘

Alternative analyses afie(Romeg are, of course, possible,

Due in no small measure to [2], events of some form or ) :
the idea being to

another have become a common tool for semantically an-
alyzing expressions of change in English (e.g. [15, 6, 9]). (i) generalize(0, 1) to a path0- - - 1 from O to 1, and
Under this approach, a sentence such as (1) is taken to de-

scribe an event of Mary swimming a mile, culminating in (i) label a noden on that path by a set of formulas (true at

the past. n).
(1) Mary swam a mile. ThelanguageL(FE) of E is
Such events are formulated below as runs of machines that L(E) = {lp(0g) -lp(lp)|0p--- 15 € Path(E)}

collectively constitute a causal order around which to ex-

plain temporality in natural language ([11, 18]). Similar wherePath(E) consists of strings, - --n;, € NgT such
ideas have been developed in [19, 13, 12, 17, 5], the distinc-thatn,; = Og, ny = 1g and(n;, n;41) € Apforl <i <
tive feature of the present proposal being the use of a finite, Clearly, £(E) is just the language accepted by the finite

automaton for a declarative representation (as opposed tautomaton with initial nodsTART ¢ Ny, accepting node
a procedural implementation) of a fragment of a first-order 1, and labeled transitions

model. That fragment is given by strings accepted by the

automaton — that is to say, by motion pictures taken by n 2T for (nym) € A
a movie camera (or, passing from accepting to generating
devices, by films played by a movie projector). plussTarT 2% 0. (That is, the finite automaton fd¢

is obtained by moving node labels over to arcs that point to
2. Event-types as automata/languages the node, throwing in an extra nodeART to point to0z.)
Conversely, an obvious limitation on an event-automaion
Formally, it is convenient to present the relevant au- is that it accepts only non-empty strings, any two of which
tomata as Kripke models over some finite $aif formulas begin with the same symbol and end with the same symbol.
(roughly the propositional fluents in [10]), defining This limitation can be overcome by permitting the empty



string ¢ to label 0 and/orlg, so as to implement non- and accomplishments

deterministic choice- as follows. o ) .
Mary was swimming a mile = Mary swam a mile

E
/ AV can then be linked to the test:jig; = 15? Identifying sta-
E+E = [ [€] tives E with the equation§ = pr = 1g, the oddness (or
AW /! markedness) of the progressive form of stative verbs might
£ be blamed on the equality of progressive and simple forms

(making the progressive operator, as it were, semantically
redundant) or, focusing dig, the lack of progress from
(insofar a®)g = 1g). Pushing this line further, letz = 0g

As it turns out, it suffices to allowz (0g) = lg(1g) = cin
order to capture all regular languages.

Proposition 1. For every regular language C Pow(®)*, for achievementsZ such as “win” and “begin,” reducing
there is a finite sef[L] of ®-event-automata, the sum of the difference between achievements and accomplishments
which accepts the non-empty stringslin mentioned, for example, in [6], pp 560-561, to whether or

notpr = 0 (pg = 1g holding in neither case).

L-{¢ = |J <&,

E€E[L) Path(E') Vendler-claséF) pr=1g pr=0g
01" activity + -

Proof. Working with regular expressiors, we defineS[L] OpT1 accomplishment - -
by induction. Let€[L + L] be&[L] U E[L'], andE[LL’| be 1+ stative [0 = 1] + +
{EE'|E € &[L], E' € E[L']} unioned with€[L] if e € L' 01 achievement - +
and/or&[L'] if e € L (defining EE’ in the obvious way).
As for L*, form Table 1. A first stab.

N = {(n,E)|E€&[L], n€ Ng} Is Table 1 faithful to a reading oz and 1z as the

A = {((n,E),(m,E)) | E € €[L], (n,m) € Ag}  Preparatory and consequent statesttf Do we want to

confuse the progressive state of “swimming” with the con-

/ /
UA((e, B), (O, E)) | E, E" € E]L]} sequent state for “have swum”? The answer to both ques-

In,E) = lg(n) tions must surely beno. Which isnot to say that Table

¥ 1is all wrong. But rather that it ought to be re-interpreted
and se€[L*] = {(N, A, (0g,FE), (1, FE)),l | E € E[L]}. . . AT
3 =K 0z, E), (1e, E)). 1| (L]} with the identifications ‘O=preparatory’ and ‘1=consequent’

relaxed. Table 1 gives only a partial picture — namely,
that concerning some formula expressing culmination
of (an event-occurrence of typd). Indeed, the entries
01T and07*1 in Table 1 are reminiscent of the constructs
Con-BEQy) andMin-BEC(p) in [13], where the Vendler
classes are characterized by binary featutefof] and [+
Prog] that Table 1 interprets according to (3).

2.1. Moens-Steedman and the Vendler classes

Applying [11], let0 and1 be preparatory and consequent
states respectively, and let a durative event(-typejome
with an inceptive evenE? and a culminative everft®, the
consequent state df’ being the preparatory state &f,

termed the progressive statg of &/ (3) Eis[+for] iff pp=1g.
pg = lgi = Oge. Eis [+ Prog] iff pg # 0g.
Extracting a looppr — pg from the equalityl pi = 0p- (3) leaves out the labeling; that turns a frame into a Kripke

and takingdz = 0z and1z = 1z., we get the transitions ~ model, suggesting that aspectual properties we ascribe to
might be reducible to the frame &f.

From this, Vendler's well-known aspectual classifications 2.2. Framing and/or simulating aspect

drop out onceng is related tol g and0Og. For activitiesEl

like “swim,” pr = 1 inasmuch as every subtransition of a
swim counts as a swim. By contrast, for accomplishments
E such as “swim a mile,” no proper subtransition from
canendatg. (This is the “directed” analog @fuantization
[9]). The contrasting factive entailments of activities

Testing the hypothesis that aspect can be confined to
frames calls for a fuller account of aspect than that offered
by Table 1. [19] provides an elegant analysis of aspect,
with arcs in a frame beefed up @rows ([20]). Most (if
not all) the ideas in [19] can, | suspect, be reformulated in
terms of event-automata, with a single arrow blown up to a
Mary was swimming = Mary swam (sub)frame (of a monster frame). To my knowledge, such



a reformulation has yet to be carried out, or shown conclu- But what is & about? Notice that Table 1 falls short of a
sively to be impossible (or a step backwards). Whether or model-theoretic analysis of say; ffor] and [+ Prog] under
not [19] provides, on balance, evidence for the reducibility (3). In particular, it is natural to ask: how can we make
of aspect to frames (be they irreducibly populated by arrows precise what information the nodés 0 andp encode in
or not), I think it is fair to describe the focus of [19] as being Table 1? A brief answer is: apply the labelihg of F to
a frame (drawn there as figure 12, page 98) wherein to lo-1, 0 andp. Passing fronPath(E) to £(E), our emphasis
cate certain formulas (written thege Cl(y), Pf(p), etc). shifts from the mechanisn®’ to the description(E) of
The attention paid to the frame is well-deserved inasmuch“the external world” thatZ contributes (a§3 below spells
as it fleshes out a temporal ontology for aspect, with arrows out).
for the progressive, the perfect, etc.

Further afield, “an active computational representation 2.3. Superposition: from N and Pow(®) to Cn
for verb semantics calle®-schemas is presented in [1]
that analyzes aspect “in terms of the context-sensitive in-  Apart from the usual regular constructs composing finite

teraction between verb-specific x-schemas aadrdroller automata with each other, the particular alphaPmi(®)
x-schema that captures important regularities in the evolu-suyggests aligning two strings; - - - a; and o oo, of

tion of events.” The controller x-schema goes beyond the equal length against each other to form a string
temporal ontology of [19] in recognizing points at which

events are suspended, resumed, etc. Indeed, x-schemas go (cquUa)) - (g Ual)

beyond much of formal natural language semantics in of-

fering a cognitive processing picture with “simulative in- Of lengthk, where theith-symbola; U o] is «; anda; su-
ference,” as opposed to a model-theoretic account oriented®erimposed on each other. For instance, taking
around (not so much a mind that processes language as) an

external reality that language describes. That said, there is a = {swimMary)}

a growing appreciation within model-theoretic semantics of oy = {in(Mary,Ireland)}

the importance of cognitive considerations (e.g. [18, 5]). A ay = {in(Mary,lrishSea}
model-theoretic account that says nothing about cognitive o = {in(Mary,Wales} ,

mechanisms can hardly be a complete theory of language.

But this does not render the admittedly incomplete pictures the stringaaa portraying Mary swimming can be compo-

offered by traditional model-theoretic analyses irrelevant. nentwise superimposed orja}a to give the string
If programming languages have denotational semantics dis-

tinct from their operational semantics, why not natural lan- (@Ua)) (@Uas) (aUaf)

guages? It is precisely to understand what computational

accounts such as [12] come to — and the proliferation of depicting Mary swimming from Ireland to Wales. Now,
concurrency models suggests there are bound to be mangtepping from strings up to languagesndL’, let

such accounts — that one abstracts away as much of their

computational details as one can usefully get away with. L&u L' = {(a1Ua)) - (arUag) k> 1,
(Exactly what is useful is, alas, a matter of taste.) aj-rag €L, oo €L},
Getting back to the specifics at hand, we have from page
9 of [18] the following claim: while over event automat® and E’, define an event-
. . . . automatont x E’ byNExUE/:NEXNE/aOExUE’:
aspectual categories like activity and accomplish- (05,05), 1w,z = (1, 1g/), and
ment areways of viewinga happenning, rather
than intrinsic properties of verbs and associated Apxoer = {((n,n),(m,m")) | (n,m) € Ag
propositions, or of objective reality and the exter- and(n’,m') € Ap}

nal world.
. . . . . i lEXUE’(n7n/) - ZE(TL) UZE/(’I’L/) .

Keeping in mind the motion picture-camera/projector

metaphor previously mentioned, it is natural to associate E xy E’ is the (unconstrained) concurrent composition of

. o . E andE’, with language
(i) “ways of viewing” with an event-automatofv (or,

more narrowly, the frame oF) LExy,E) = L(E)&y LE).
and, on the other hand, But should we be allowed to superimpose any two pic-
(i) the “associated propositions,” “objective reality and turesa anda’ on each other? If pictures are assumed to be
the external world” with what is about. complete descriptions (as the sets labeling a Kripke model



ordinarily are), then they can be superimposed only on2.4. Table 1 and (3) revisited with superposition

themselves, suggesting that we restrict the nodésaf £’
to the pullback

{(TL,TL/) € Ng X Ng/ | ZE(TL) = ZE/(TL/)}.

This restriction, call itP(F, E’), yields the usual construc-
tion intersecting languageX £) andL(E")

L(P(E,E")) = L(E)NL(E").

On the other hand, if pictures are understoothasmplete
(as we shall), then some middle ground betwéer , E’
and P(E, E') might be sought, allowing the superposi-
tion of some but not all pairs of pictures. (Take ‘Mary-
swimming’ and ‘two-ticks-of-an-hour clock’ versus ‘Mary-
sleeping’ and ‘Mary-wide-awake.) Accordingly, let us
weaken the requirement on acceptable node paitsfrom
lg(n) =1g/(n')tolg(n)Ulg (n') being, in a precise sense,
legitimate.

To pick out what pictures an event-automaton can frame,

let us henceforth assum® comes equipped with a non-
empty familyCn C Pow(®) that is C-closed (ie for all
«a € Cn, Pow(«) C Cn), with the intended reading
a € Cn iff «isconsistenttonceivable/acartom
for everya C ®. Cninduces the refinement
L&c, L' = (L&, L)nCnt
= {(maUa}) - (axUag) [k =1,
ar-rap €L, o) ap €L
ando; Uaj € Cnfor1 <i <k}

of & . Asfor E x E’, let E x o, E' be the restriction of
E x, E' to the set of nodes

{(mn’) € Ng X Ng» | lE(TL) UlE/(TL/) S Cn}

provided this set includes botfdz,0g/) and (1g,15/);
otherwise, lett! x o, E’ be the event-automaton

({0,1},0,0,1),1 wherel(0) = (1) = 0
with empty language.
Proposition 2. For all event-automatd andFE’,
L(Excp E'Y = L(E)&cn L(E') .

Henceforth, we focus on regular languages dveras op-

Returning to§2.1, with an event-automatof' replaced
by a languagéd., let us define analogs 0fz, pr and1g as
picturesa(L), (L) andw(L) C Pow(®) of the inceptive,
progressive and culminative stagesiogiven by

al) = (Y{o1]loeL}

8(L) = (){oili>lando € L withlength> i}

w(L) = (){e:|i>1ando € L with lengthi}
whereo; is the ith-symbol of the infinite stringrd> ob-

tained by concatenatingto the left of the infinite string)>
of @'s. Next, instead of formindr — pr — pr — 1E,
define the “Moens-Steedman” language

MS(L) = «(L)d§(L)" w(L)

(which differs from Table 1 in yielding strings only with
length> 3) and in place of (3), let

Dw(L)T 0
Da(L) 0

for(L) =
proglL) =

where- is a negation operation on subsgtsf ® such that
B U B & Cnand for ally € Cn,
yuUBeCn or yUBeCn.

Finally, we turn Table 1 into the definitions

Activ(L) = MS(L) &¢y, for(L) &y, prog(L)
Accmp(L) = MS(L) &y, for_ (L) & ¢, prog(L)
Sta{L) = MS(L) &y, for(L) & ¢y, prog (L)
Achie(L) MS(L) & ¢, for_(L) & ¢y, prog_(L)
where
for (L) = Ow(L) 0
prog (L) = Qa(L)"0.

Having used the function MS to motivate the definitions of
for(L), prog L), for_(L) and prog.(L), notice that MS
contributes nothing to differentiating L) for v € {Activ,

posed to event-automata (linked to these languages accordAccmp, Stat, Achi¢. And instead of defining far(LZ) and
ing to Propositions 1 and 2). This has a technical advantageprog(L) in terms of negation on subsets of?, we might

illustrated by the ease in formulating

Proposition 3. For all language&, L' andL” C Pow(®)*,
@ L&en L' =L &cn L

(b) (L&en L) &en L' =L&cn (L' &on L)

() L&cn, 0t =L iff L CCn'.

specify how a function on languages classifies languages.
Given an arbitrary functiorf on languages, let us say

() Lis[—f]if L&onf(L) =0
(i) Lis f-acceptableéf L& o, f(L) # 0, and
(iii)y Lis[+f]if Lis f-acceptable and = L& ¢, f(L).



Notice that if L is Activ-acceptable, theh is for- and prog-
acceptable, and Actf\L) is [+ for] and [+ prog. Similar
remarks can be made about the oth@t)'’s.

Under the definitions above;H for] amounts to a sor-
tal/laspectual restriction that ‘for’ imposes on the verb
phrase with which it combines. (Furthermore, that restric-

example — ‘read for an hour,’ analyzed as

(0 {read} ") & ¢, for() {read}t) & cn,

({time(z)} 07 {time(y), hour(z, y)})
{time(z)} {read} ™ {read, timéy), hour(x, y)}

tion is treated along the lines of the approach to presuppo-with parameters: andy, and restrictionsime(z), time(y),

sition in [7], with L satisfying the presuppositions of ‘for’
precisely if L is [+ for].) Passing again to arbitrary func-
tions f on languages, let us caflCn-conjunctivef

f(L) = ff(L))
f(L) f(L) &eon (L)
f(L) = f(L&eon f(L))

for all languaged. that aref-acceptable.

Proposition 4.

(a) If f isCn-conjunctive, then for every-acceptable lan-
guageL, bothf(L) andL& ¢, f (L) are[+f].

(b) Each ofActiv, Accmp, Stat, Achigs Cn-conjunctive,
as are the functions sendirgto () w(L)*w(L) and
a(L) a(L)*0 (which are slight variants dbr(L) and
prog- (L), respectively).

Pausing for an example, consider the following pair from

[1].
(4)

a. She read the book for an hour.
b. She read the book in an hour.

On the surface, (4) poses a challenge to the prohibition
against ‘for’ and ‘in’ being able to fill the same holes (ie [+
for]=[— in]). But, as pointed out in [1], (4b) entails that ‘she
finished reading the book’ whereas (4a) does not. That is,
‘read the book’ amounts in (4a) to ‘re@arts of the book’

and in (4b) to ‘read thentirebook. It is well-known (e.qg.

[9, 13]) that the argument of a verb can shape the aspec-

tual property of the verb phrase, so that, in particular, ‘read
parts of the book’ is naturally conceptualized as an activ-
ity, whereas ‘read the book’ (or especially, ‘read the entire
book’) is an accomplishment (that culminates with all un-
read parts of the book consumed). Thus, ‘for an hour’ com-
bines easily with ‘read parts of the book, while ‘in an hour’
modifies ‘read the entire book.” But what do&s,, have

to do with any of this? Following the widespread use of
conjunction in event semantics, we can apgly,, to com-
bine not only ‘for an hour’ with ‘read parts of the book’ but
also the argument ‘parts of the book’ (or ‘the entire book’)
with ‘read.” That is,& ¢, is offered here as a tool for the
logical investigation that lexical semantics richly deserves
(e.g. [3, 15]). Focusing on time, let us work out a simple

hour(x, y) that we will return to in the next section.

3. Event-tokens and models

Our attention in this section shifts from evdgpesto
eventtokens embedded in a model of reality that the for-
mulas in® describe. An important part of that model is a
temporal framgOt, S ) consisting of a “successor” relation
S, C Ot x Oton a selt of “observation times.”

Examples

(i) Otis the set of integers, arfl is the usual successor
(-+1) function.

(i) Ot C Pow(Pt) — {0} for some sePt of points linearly

ordered by<,, andS; is the set of all pairgt,t’) €

Ot x Ot such that

(Vzet)(Vyet')z <,y and
not(3t” € Ot) t” C gap(t,t’)

wheregap(t,t') is{z e Pt— (tUt') | 3z € t)(3y €
t')yx <; z <; y}. (The second conjunct excludes
gaps containing observation times, guarding against
insertion anomalies.) More concretelyHf is the set

R of real numbersj is some positive number (fixing

a level of granularity/degree of error-tolerance) &td

is the set of non-empty open intervals

{reR|p<r<q}

o(p,q)

with rational end-pointg, g such thaty — p > §, then
for all o(p, q),0(p’,¢') € O,

o(p,q) Sro(p',q') iff 0<p —qg<éd.

Note thatOt is countable an8.- is not functional.

It will suffice throughout this section to equate an event-
type with a languagé C Cn', the strings from which we
anchor in a temporal frame as follows. Asvent(-token)
of event-typel is a functione from some finite subset
{t1,ta,...,tx} Of Otto Cnsuch that

t1S-tS; -+ St and L.

e(ty)e(te) - --e(ty) €
To state thae is an event of event-typg, we write

e: L.



For typical choices 0§, at most oné&, -chain can be ar-
ranged from a finite subseibm(e) of Ot, whencee picks
out at a unique string i.. Also, the definition of é : L’
can be relativized to a binary relatién that depends o#,
but for simplicity, we will leaveS., fixed in the background.

3.1. Lumping events into forcing-conditions

Next, generalizing from event(-token)s to the €dt—
Cnof partial functionsg, g, . . .) from Otto Cn, let < be the
partial order orOt — Cncomparing information content as

Assuming an observation time can occur at most once in anfollows

S;-chain (iet; S- t2 S, - -ty andi # j imply ¢; # ¢;), the
totality of events of event-typs is essentiallyl.& ¢, £(S;)
where£(S,) is the set of finite5.-chains. In general, how-

ever,L(S;) is not a regular language, and the special role

it plays in time-stampind. makes it natural to present an
event as a function whose domain is a finite subs@tof

To form a model from events, we must spell out what
contribution an event makes. A simple answer is that
contributes the set

{Q(p,t) | t € dom(e) andy € e(t)}

of formulas, where @(p,t)’ is some formula saying:p
holds att. Recalling the formulagime(x), time(y) and
hour(z,y) from the end of section 2, we might equate
@(time(x),t) with ‘z = ¢, @(time(y), t) with ‘y = ¢" and
@(hour(z, y),t) with “hour(x, y)’ (the dependence ohof
hour(x, y) being spurious). By contrast, fagad (and many
other®-formulas), it is useful to construe @ad,) as lit-
erally the string @(read, ¢)". In view of these differences,
let us partition® into three sets

Ale)

P

d_ U D, U P

where®_ consists ofb-formulas such asme(x) that trans-
late to equationsp, consists of “global’®-formulas such
ashour(z, y) that are independent of and®; consists of
“local” ®-formulas such asead From ®_-formulas ine,
we form thesubstitution

Oc

{(z,t) | t € dom(e) andtime(z) € e(¢)}

which we then apply to the rest of tideformulas ine to get

{wlbe] | (3t € domle)) ¢ € e(t) NPy}
{Q(p[bc],t) | t € dom(e) andyp € e(t) N D;}

Ag(e)
Ag(e)

with the understanding that[6.] is falsum_L if 6. is not
functional, elsep[.] is ¢ with every variabler € dom(é.)
replaced by, (z).

1A substitution pairs variables (or parameters) with terms — the terms

in this case being observation timés. provides a means of binding vari-
ablesz € dom(6.) locally to e, allowing multiple instantiations of to

co-exist (in a model). That is, instead of proliferating alphabetic variants

of an event-type, the event-type is construecpasametric with = as a
temporal parameter that an eveninstantiates ag.(z). The thematic
arguments of an event-type (e.g. agent, patient) can also be presented

iff dom(p) C domq) and
(vt € dom(p)) p(t) C q(t) .

(The intuition is thalp < ¢ saysq is at least as informative
asp.) Given a collectiorET of event-types and a partial
functionp : Ot — Cn, let ET(p) be the set oET-events
=<-contained irp

P =q

ET(p)

= {e|le<pand(IL € ET)e: L},

this being the bit of realityeT carves up fronp. Fix an
expansiorilime = (Ot,S,,...) of (Ot,S;) to thevocabu-
lary (aka signature, language, set of non-logical symbols)
of ®, so that everyy € &, can be judged to be true
or false inTime. Also, to extract a model from a partial
functionp : Ot — Cn, we have to be careful about over-
lapping observation times, which we henceforth assume is
given by a familyO,. C Pow(Ot) — {0}. (For example, if
Ot C Pow(Pt) — {0}, thenO, consists of all non-empty
familiesT C Otsuchthaf\ T # ().) Let

(i) P(ET,Time, O,) be the set of partial functions :
Ot — Cnsuch that for ale € ET(p) andy € Ay(e),

Time & ¢,

and for allT’ € O, whereT C dom(p),

Up(t) € Cn

teT

(i) v(®) be the vocabulary consisting of unary relation
symbols@(, -) for everyy € ®; (with ‘Q(¢,t)’ to
be read: ¢ holds att’), and

(i) feT be the function that maps a partial functipn:
Ot— Cnto

feT(p)
ecET(p

Al(e) .
)

Let us define @ (Time)-modelto be an expansion dfime
to the vocabulary(®, Ot) (= v(®) U Ot) where the con-
stantst (in Ot) are interpreted as. (To simplify nota-
tion, we do not distinguish betweenqua constant, and

parameters, provided an event specifies instantiations of these parametefgua semantic mterpretatlon.) Now, given an elemm

For the sake of simplicity, parameters and substitutions are confined herel”’(ET, Time, O ), how might we build ab(Time)-model

to observation times.

that containsET (p)? Allowing for ®(Time)-models that



may or may not contain events beyond thos&in(p), let
us pass fromp to a setP C P(ET, Time, O,) with <-
least elemeng. (To restrict events to those BT (p), take
P = {p}.) Applying the “forcing” machinery in, for ex-
ample, [8]? let us define dorcing predicate|-p (which
we simplify to|}-) that relategorcing-conditiongy € P to
v(®, Ot)-formulas (closed undef, vV and3) as follows:

(i) basing|f- on feT,
plF @@, t) iff Q1) € fer(p)
for all » € ®; andt € Ot

(i) confining our search forp-counterexamples t@s in
P such thap < ¢,

p e iff not(3¢ € P)(p=qandq i)

(i) externalizingV to non-deterministic choice,
plEeve iff plporp|l ¢
(iv) restrictingd to Of,

p |k 3ze iff pl| o[x/t] for somet € Ot.

3.2. Between events and worlds

Applied twice,— yields a notion ofveak forcing||-*
Pl

that extends}- in a manner that can be characterized by
®(Time)-models generated by certain subset$ofMore
specifically, a subse¥ of P is (P-)genericif for all p,q €

P!

L

(i) wheneverp € Gandg <p,q € G

(i) wheneverp, g € G, there exists € GG such thap < r
andg <r

(iii) for every v(®, Ot)-formula, there exists € G such
thatr | porr | —e.

Let us record fundamental results explained in [8] as

Fact 5.

2In the terminology of [8], we get forcing property( P, <, f) (over the
base vocabulary(®) and setOt of constants) wheret is the restriction
of <to P, andf is a function with domairP mappingp € P to f(p) =
feT(p) U{'t =1 |t € Ot}. As our only constants are those fradt
(no two of which are to be semantically identified), equality is trivial and
is accordingly left out above.

It is perhaps also worth noting that [8] allows infinitary disjuncti(\yis
which should come in handy for infinitary-. As it is, we can (in line
with a finite-state perspective) limit the forcing-conditions in the present

section to finite functions, provided we do not require that a generic set be

represented by a single forcing-condition.

(a) A generic seti induces ab(Time)-modelTime(G)
such that for every(®, Ot)-formulay,

(e pl-v.
(b) Assuming®; andOt are countable,

pIE" ¢

Time(G) = ¢ iff

iff for every generidG s.t.p € G,
Time(G) = ¢.

Forcing-condition® span the divide between events
ET(p) and®(Time)-modelsTime(G), for genericG > p.
GivenP C P(ET,Time, O.), let MOD (P) be the set of
®(Time)-models generated biy-generic sets

MOD(P)

{Time(G) | G is P-generig ,

and (going downg, rather than [as is the case for generic
sets] up), letPgT be P with all its ET-events

PuU |JET(p).
peEP

Pet

The following proposition is easily proved.
Proposition 6. If P C P(ET, Time, O..), then
C P(ET,Time,O,)
MOD(P)

Pgt
MOD (Per)

and|}- p is the restriction off- p,... to P.

Why bother formingPgt? Because inPgr, events
e € U,ep ET(p) count as forcing-conditions, allowing us
to ask of av(®, Ot)-formula ¢ whether or not forcesp.
But beyondy of the form @(v,t), what else is there to
‘e || ¢"? Simplifying notation, let us henceforth assume
P = Pgr. Observe that for everigT-evente € P, ¢ € &,
andt € Ot,

e |- Qa(,t)

and if @ is closed under negations ¢ (with {¢, ~ ¢} ¢
Cn),

iff ¢ e dome) andy € e(t)

e |- Q(~y,t) e = =Q(,1),

the converse of which does not, in general, hold. Readers
familiar with [14] might liken the discrepancy here to that
between constructible falsity{) and intuitionistic negation
(—). More specifically;~ brings the full spacé of forcing-
conditions into the picture, denying the existence ofa
extensionp of e in P such thatp | @Q(¢,t), whereas~
requires local, positive evideneelndeed, the double nega-
tion translation—— underlying |- weakens the require-
ment of local, positive evidence to

implies

iff (Ype Pste=p)

(J3gePstp=q)qll ¢,

el e



allowing for the possibility thae |F* @(«,t) but not methods. (The interested reader is referred tactmestruc-
e | @(y,t). That is, e may not be enough to settle tive eventuality assumptian [4], §3.1.)

‘e || ——@(w, t)’, although arguably, it || ——¢, then,

ase < e € P, thereis positive evidenceg = e in P for ¢ References
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