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Chapter 1

Introduction

This document explores what the requirements for a group communication ser-
vice for the Framework for Location-aware Augmented Reality Environments
(FLARE) are. This chapter provides an introduction to FLARE. The next
chapter will explain the game rules for the �rst application called Quazoom
that we will build using FLARE. Since network partitions are important, we
�rst describe the game rules in the case when there are no partitions, and treat
the partitioned case in a seperate section.

Next we examine the group communication requirements. We start by listing
the key issues in designing the communication service. Then we examine these,
�rst without failure handling, and then with failure and partition handling.
Finally we look at the timeliness requirements. We also provide guidelines for
detemining the ordering and timeliness requirements for applications built with
FLARE.

1.1 Introduction to FLARE

"Shoot 'em up" style games like Doom and Quake [1] have become very popular
in recent years. Paintball, a real world outdoor "Shoot 'em up" game using
paint-�lled pellets as bullets, and Quasar, an indoor game, which uses laser
beams and sensors on the players' suits, have also become very popular.

FLARE is a framework for building augmented reality applications. The �rst
application we will build using FLARE will be Quazoom, a Doom-like game
combining the Doom/Quake experience with Paintball/Quasar play to make
an augmented reality game where players move around in the real world, while
interacting with both virtual and real players. Players will see a Doom-like game
on their screens providing them with a virtual representation of the real world.
Their real world position will determine their location in the game. There will
be both real players and virtual, computer controlled, bots in the game. Players
can shoot bots and other players and pick up things like ammunition or medikits
as in a normal Doom game.
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The bots will operate autonomously in the game under computer control.
There will be one node that is responsible for initiating each bot's actions.
Deciding on which node this is will probably be done using location information
to keep the physical location of the node as close to the virtual location of the
bot as possible. A bot will have to autonomously decide that it wants to move
to another node and initiate the appropriate protocol to do this.

Players will be able to join and leave the game as they please, but the game
will cease to exist when the last player leaves.

FLARE will be run on wearable computers. A wireless ad hoc network will
be used for communication, and Di�erential Global Positioning System (DGPS)
and possibly other sensors to determine location. FLARE will be developed
in three stages. The �rst version will use group communication and support
fault- and partition-tolerance using a single group for the entire game. Players
will communicate through the group, broadcasting information like their new
position, or the fact that they have �red their guns. Nodes will only update
the game state as a result of receiving a message. The group communication
service used will support non-blocking communication even when the network
is partitioned, delivering messages to the partition instead of the whole group.
The receiving nodes are noti�ed of this, and can respond to this to maintain
consistency.

The second version of FLARE will use multiple groups. The game area
will be split into multiple zones and di�erent groups will be used for di�erent
zones. Di�erent groups will also be used for di�erent interests. For instance, all
bots and players in a team could use a team group to coordinate their attack.
Thus, the second version will have �ltering using multiple groups based on both
location and interest. The third version will extend FLARE with event-based
communication. This document only considers requirements for the �rst version
of FLARE.

Perhaps the main reason why FLARE is an interesting research application
scenario is because it is a game. This means we can chose the rules in such a
way as to address the issues in which we are interested. They are not �xed by
real world requirements, so we can make things as easy or as hard as we like
and explore di�erent directions.

1.2 Consistency

Since this is a game application, users are bound to disconnect suddenly if they
get bored with the game. The use of mobile computers and wireless networks
also makes failures and network partitions likely. To allow the game to progress
as much as possible in this environment, the game state will be replicated on
all nodes, and the game will use producer/consumer communication instead of
the client-server model that is common for these games. A client-server model
would be unsuitable because nodes that lose contact with the server cannot
make progress and if the server failed the whole game would stop.

Having replicated data means that we need to formulate consistency require-
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ments. The easiest choice would be to require all nodes to have a consistent
view of the game, but the game would have to block if the network became
partitioned. Since we want to make progress in the presence of partitions as
well, we de�ne di�erent levels of consistency. We will decide whether we can
update a part of the game state based on that part's required consistency level
and the group status.

1.3 Related work

Most publications on augmented reality address tracking and display problems.
An overview is given in [2]. The communication problems involved get much
less attention from an augmented reality perspective. Related work on group
membership and proximity in mobile networks can be found in [3, 5, 7]. A
survey of other group communication services, and a formal speci�cation of their
properties is given in [12]. Other work on partitionable group communication
can be found in [9, 6]. Much work has also been done in the context of the Transis
system, for instance in [4]. Work addressing similar timeliness requirements
using timestamps is reported in [10] and on causal ordering and timeliness in
[11].
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Chapter 2

Quazoom Game Rules

Quazoom will be a Doom-like game, whose the functionality will be a subset of
the functionality usually found in this kind of game. The rules here were chosen
to explore di�erent sorts of consistency guarantees, not to make a fun game.

The game will be played with a variable number of players. Players can join
or leave when they like, but at least one player must remain to keep the game
running. There are 4 di�erent game objects:

� Player

� Medikit

� Flag

� Bot

Players can move and shoot. Players move around in the game by moving around
in the real world. They shoot by pressing the �re button on their keyboard;
their orientation is also controlled by the keyboard.

When a player shoots, the �rst player in the line of �re and within a range of
50 meters, and loses 50% health. When a player's health reaches 0, he is killed
and the player that shot him gets a point. A dead player cannot do anything,
or be shot, for 15 seconds. Afther 15 seconds, the dead player's health is reset
to 100% and he can continue in the game.

There are medikits in the game. A player can pick these up using a keyboard
command, but only if he is within 2 meters of the kit. Only one player is allowed
to pickup a kit at a time, after which it disappears for 30 seconds. The kit
replenishes the player's health to 100%. Players can pickup medikits even if
their health is already at 100%, although their health will not increase.

There are �ags (possibly more than one) which the player can pick up or
drop for a capture the �ag type game. Flags have an initial position. When a
player carrying a �ag dies or leaves the game, it is reset to its original position.
It is not dropped because the player will recover soon and we don't want him
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to be able to immediately pick it up again. This is di�erent from similar games
where a dead player's position is reset to some starting point. Since we cannot
reset a dead player's position in FLARE, we reset the �ag's position.

There are bots in the world that move around and shoot randomly. They
don't pick up medikits or �ags, and they don't score points, but in every other
aspect function just like normal players.

The �rst player to reach a score of 3 points wins the game.

2.1 Partitions

When a partition occurs some actions may become impossible or limited. Play-
ers should be able to move around freely. They should also be able to shoot
other players in their partition, but not players outside of their partition. Play-
ers in a partition will see a di�erent graphical representation for the players
outside of their partition. Obviously the position of those players will be frozen.

Two players in di�erent partitions may pickup the same medikit, but only
one player may pickup a �ag. We want all players to agree on who won the
game because this signals the end of the game. Therefore we cannot decide on
the winner when there is a partition. When a player reaches three points in a
partition, the other players in that partition will not be able to win the game.
When partitions merge and there is a player that could be declared the winner
in both partitions, we will use the time on the local system clocks when they
were declared winner in their partition to decide who won �rst.

2.2 Starting the game

The game is started by one player. After the game is started, other players that
can communicate with at least one of the players in the game can join, even if
the game is in a partitionedz state. Players that don't start a game can ask for
a list of games they can join, and then select one to join.
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Chapter 3

FLARE Communication

Layer Key Issues

There are �ve key issues to be addressed in the FLARE communication layer:

1. Do we send events or state updates? (See Figure 3.1 I and II respectively)

2. What sort of message ordering is necessary?

3. What happens to group membership when there is a partition? Possible
options are:

(a) Group is split into two new groups;

(b) Group is split into two partitioned parts of the same group;

(c) Members that have lost contact with a designated main node are
dropped from the group;

(d) The membership is reduced to the majority partition.

4. In the presence of partitions and failures, what sort of delivery primitive(s)
do we need? Again, possible options are:

(a) Deliver to as many members as possible, providing an updated group
view when the message was delivered to a di�erent set of members
than given by the previous view;

(b) Deliver as many members as possible;

(c) Deliver only if it can be delivered to member X ;

(d) Atomic delivery to all or none of the members of the group.

5. What are the timeliness requirements?

Issues 2-5 are considered in later chapters. Issue 1 will be considered in the
following section.
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Group communication

Game rule A Game rule B

Poap 1 Poap 2 Poap 3

Poap 1 Poap 2 Poap 3

Game rule A Game rule B

Group communication

I

II

Input

Input

Broadcast events

Broadcast consequences of events

Figure 3.1: Send event or state change messages

3.1 Events vs. updates

The choice between sending events or updates is important because it has an
impact on most of the other issues and on the whole design of FLARE. Both
options have disadvantages which we will describe here. When we send events,
we keep the game state consistent by making sure that the nodes update it in
the same way as a result of receiving these events. The event is processed on all
nodes. When we just send updates, the event is processed on the node where it
originated and then the results are broadcast to the other nodes.

Disadvantages of sending events (option I):

1. Stronger ordering is necessary to let all members respond to the events
in the same way. The exact ordering requirements will be examined in
Section 4.8.

2. May cause problems when used in the presence of partitions when we want
consistent update involving state information located in di�erent groups.
Because of the partitions, some replicas may not be accessible. It will be
hard to achieve all-or-nothing semantics for those actions.

Disadvantages of sending state updates (option II):

1. Some sort of locking scheme is needed to ensure serializability of transac-
tions.
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2. This locking will cause problems when partitions occur, and could cause
deadlocks if we're not careful.
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Chapter 4

Requirements for the FLARE

Communication Layer in the

absence of Failures and

Partitions

When we assume there are no failures or network partitions, the two issues
that remain are points 1 and 2. Now, since a locking scheme will require an
extra round of communication and total ordering typically requires two rounds
of communication, even if we have to use total ordering everywhere, option I
wouldn't be more expensive than option II. We will later see that we are able
to relax the total ordering requirement in some cases. The locking mechanism
required for option II will be more complicated in general, and especially when
partitions occur, than the �rst option. Since FLARE only employs of one group,
the problems that might arise with multiple groups won't surface. Therefore we
will chose option I for FLARE 1. This answers issue 1, The ordering require-
ments will be examined in Sections 4.4 through 4.8. Now the question is, can
we relax the total ordering requirement of this option?

4.1 Consistency requirements

We split the application state into things we call poaps (Part Of APplication
state). These poaps will be fully replicated on all members. Poaps will only
be updated as a result of receiving messages from the network and are only
accessible in one group. For all members that have received the same set of
messages, we want all copies to be consistent. When there are messages that
have been delivered to some, but not all members, we don't mind if the state of
di�erent members is not the same.
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Poap 1 Poap 2 Poap 3

Game rule A Game rule B

Group communication

message:Poap1      Poap2, Poap3

message_type

Figure 4.1: Example of a message type signature

4.2 Assumptions

� Without failures or partitions we assume every message sent will always
be delivered to all members of the group

� The members of a group are processes

� A process runs on a node

4.3 De�nitions

First let's de�ne exactly what a message does. Each message that is broadcast
will be delivered to all members. Upon receiving a message a member may, as
a result of the game rules associated with that message, update its local copy
of some poaps. A member may only update poaps as a result of receiving a
message. For deciding if and how to update a poap it may use other poaps
as input. A member may also send another message in response to the one it
received.

Message signature A notation for writing the e�ects of a message:

msgT (data) : msgTIn! msgTOut

with

msgTIn = fpk; :::; plg and msgTOut = fpn; :::; pmg

This means that as a result of a message of type msgT , the game rules
may update poaps pn; :::pm and they base the value for the update of the
output poaps on pk; :::; pl and on the data in the message. This is illustrated in
Figure 4.1. The illustration shows a message which is associated with two game
rules. This message type would have a signature message_type(;)Poap1 !
Poap2; P oap3.
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State at P1 State at P2 Messages

P1 P2

P1 P2 P1 P2

P1 P2 P1 P2

P1 P2 P1 P2

t=0

t=1

t=2

M=move All FIFO

M:2

M:1

M:1

M:2

M:1 M:2

Figure 4.2: Using FIFO ordered messages for movement

Message types Using this signature, we can categorise messages into 3 types:

� msgT (data) : ; ! msgTOut Unconditional update: messages that don't
require any input.

� msgT (data) : msgTIn ! ; Condition: messages that don't update any
poaps, but just send another message

� msgT (data) : msgTIn ! msgTOut Conditional update: messages that
have poaps as input, and update poaps

4.4 Movement

Let's �rst consider the case where players just move. If we relax the ordering
to simple FIFO ordering, the states of di�erent members may no longer be the
same.

In Figure 4.2 we see P1 and P2 both moving. They both send out a FIFO
ordered message. Since they will receive their own message before the other one's
message, they will process their own movement �rst. This is shown at time t = 1
when the game state is inconsistent. But when the other two messages arrive at
t = 2 we see the game state is consistent again. So our consistency requirement,
that the state should be consistent when members have received the same set
of messages, is satis�ed.

Since FIFO ordering is much cheaper than total ordering, and movement
messages will be quite frequent in an application like FLARE, this is a big
improvement over using totally ordered messages for movement. However, we
have only considered movement, and have to see if this less costly approach
will still work when we add the other functions to FLARE. Using our message
signature, each player X would be sending messages of this signature using
FIFO ordering:
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State at P1 State at P2 Messages

P1 P2

t=0

t=1

t=2

P1 will be too lateP2 will be too late

P1(100%) P2(100%)

P1(100%) P2(100%)

P1 P2

P2

P2 P1

P1

P1 P2

M=move
P=pickup

M:2
P:2

M:1
P:1

All FIFO

P:1
M:1

M:2
P:2

M:1
P:1

M:2
P:2

Figure 4.3: Picking up a medikit using FIFO messages

move(newPosition); ! playerXpos

Decision We will use FIFO ordering as long as the other game rules permit
this. Since movement messages will be the most common messages in the game,
this should save a lot of bandwidth, compared to using totally ordered messages.
Also, the messages should be delivered quicker, reducing the game lag.

4.5 Medikits and �ags

Picking up a medikit or �ag, which is essentially the same when no partitions
occur, is done when the player presses the pickup medikit or pickup �ag button
and is close enough to the kit or �ag. When a player wants to pick up the
medikit he sends a pickup message to the group. When a player receives a pickup
message, he checks if the sending player is in range and if the medikit is available,
if so he sets the sender's health to 100%, and the medikit to unavailable. The
message signature for this is:

medikitP ickUp()playerXpos;medikitStatus! playerXhealth;medikitStatus

In Figure 4.3 we see P1 and P2 moving towards the medikit. Both players
immediately press the pickup key, so both messages are sent very close to each
other. Now we see that using FIFO ordering, both players receive their own
messages before receiving the other player's message, and they both decide that
they get the medikit. When they receive the other player's message, they update
its position, but the medikit will be gone, so the other player can't pick it up.

Here we see that after P1 and P2 have received the same messages the
position is consistent, but both players think they've picked up the kit, so the
health won't be consistent. Clearly FIFO ordering doesn't work for picking up
medikits.
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M=move
P=pickup

State at P1 State at P2 Messages

P1 P2

P2 P2

P1 P2 P1 P2

P2 P2

t=0

t=1

t=2

P2 will be too late P2 will be too late

M:2
P:2

P:1

M:1 M:1

P:1

M:2

P:2

P1(100%)

P1(100%)

P1(100%)

P1(100%)

FIFO
FIFO & Total

M:1
P:1

M:2

P:2

Figure 4.4: Picking up a medikit using FIFO total ordering

4.5.1 Using total ordering for the pickup message

This problem can be solved by using totally ordered messages for the pickup
command. Whether this solution works depends on how the FIFO and totally
ordered messages are delivered.

Totally and FIFO ordered pickup message First let's consider the case
when all totally ordered messages are FIFO ordered as well, so all position
messages prior to the pickup message are delivered before the pickup message
and all messages sent after the pickup message are delivered after it.

In Figure 4.4 it is clear that both players will reach the same conclusion
because the total order on the pickup messages ensures they process them in
the same order. The FIFO order ensures that P1 has moved close enough to
the kit before executing the pickup command.

Totally ordered, but not FIFO ordered pickup message This changes
if we have seperate queues for totally ordered and FIFO ordered messages. This
may be desirable because it would allow us to not have the pickup messages
cause delays for the movement messages. In this case it is not certain that both
P1 and P2 have processed the move message when they execute the pickup
command. Let's forget about P2 picking up the kit for now. Figure 4.5 shows
how P1 and P2 could reach di�erent conclusions on whether P1 picked up the
medikit.

In this �gure we see that because there is no FIFO ordering on the movement
and pickup messages P1 gets the movement message �rst, updating its location
to be close to the medikit, and then gets the pickup message and picks up the
medikit. However P2 gets the pickup message �rst, and then the movement
message. When it processes the pickup message, P1 will not be in range of the
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M=move
P=pickup

State at P1 State at P2 Messages

P1 P2

P1 P2 P1 P2

P1 P2 P1 P2

P2 P1 P2

t=0

t=1

t=2

P1 will in range of the kit

M

M

M

P

P

P

P1 will not be in
range of the kit

P1(100%)
P1 tries to pickup: succes

P1 tries to pickup:
out of range

FIFO
Only total

Figure 4.5: P1 and P2 reach di�erent conclusions when picking up using seperate
queues for total and FIFO ordering (so the FIFO and total ordering messages
may arrive in a di�erent sequence than the one in which they were sent)

medikit, and therefore it will not be picked up.
This problem will probably be rare, since totally ordered messages take

longer to deliver than FIFO messages. However, the same thing could hap-
pen with P1 moving out of range on one node before the pickup command is
processed, while it could still be in range on another.

Packing the player position in the pickup message. An easy solution
for this is to have the current position of the player in the pickup message. So
the message would not be 'I want to pick up the medikit', but 'I want to pick
up the medikit, and I am at position X'. The message signature would change
to

medikitP ickUpAt(playerXpos) : medikitStatus! playerXhealth;medikitStatus

This way the pickup message no longer depends on the previous movement
messages, but the position in the message may not be the current location at
the receiver. Since the pickup message is totally ordered, it will probably take
longer than a FIFO message, and so it is likely that the position in the message
is older than the location at the receiver.

4.5.2 Making a single member responsible for the medikit

An alternative to the single pick up message is to make one member responsible
for the medikit. We can use a FIFO message for a pickup request. The member
responsible for the medikit can then determine if the kit is available and, since
the message is FIFO ordered, determine if the player is in range. If the player
picks up the kit, the node responsible for the kit sends a message to inform the
group that a certain player has succesfully picked up a medikit. The message
signatures for this would look like:
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medikitP ickUpRQ() : playerXpos;medikitStatus! ;
medikitP ickUpGranted(playerXid) : ; ! playerXhealth;medikitStatus

Right now we don't know what the ordering requirements will be for the
acknowedge message, since this will depend on how we implement the shooting.
There may be a race condition on the players health when amedikitP ickUpGranted

message for a certain player and a shoot message for a shot that will hit that
player at in the system at the same time. How these relate is discussed in
Section 4.8.

Also note that the players trying to pickup the medikit doesn't have to wait
for the outcome. If he gets the kit he can increase his health at the moment the
medikitP ickUpGranted message arrives. If he doesn't get it, he doesn't have
to do anything.

4.5.3 Appearance to observers

What will these di�erent options look like when a player tries to pickup a
medikit? Assume we use the medikitP ickUpAt message and it is totally or-
dered, but not FIFO ordered with the movement messages.. A player might be
seen, even by himself, to pickup a medikit, while he has already passed it, be-
cause the pickup message was delivered after a subsequent movement message.

Assume we use medikitP ickUp messages which are both totally and FIFO
ordered with the movement messages. The player will then always be seen in
range of the medikit by every player. However, when two players are trying to
pickup the same kit, it is possible that the player that arrived last gets the kit
�rst. The �rst player will not be seen attempting to pick it up until after the
last player picked it up. Also the total ordering of the pickup message will cause
a lag in the delivery of the movement messages.

Assume we make a single member responsible for the kit. There are now two
events: trying to pick up the kit(medikitP ickUpRQ) and actually getting the
kit (medikitP ickUpGranted). Since medikitP ickUpRQ is FIFO ordered, all
observers will see the player in the correct place when the message is processed.
But sincemedikitP ickUpGranted has to come from another member, the player
may already have moved on when he actually gets the kit.

4.5.4 Decision

We decided to usemedikitP ickUpAtwith total, but not FIFOmessage ordering.
We don't use FIFO ordering because we don't want to have the pickup command
delay the delivery of movement messages.

4.6 Shooting

For shooting the rules require that the �rst player in the line of �re gets hit. He
loses 50% health. If his health reaches 0 he dies, but is later restored to 100%
health, and a point is awarded to the player that �red the lethal shot.
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Again we can have a race between two players �ring at a third. This is
equivalent to two players wanting to pick up a medikit, so we expect to need
total ordering to have all members reach the same conclusion. Without total
ordering, both players would probably decide that they shot the third player,
like the two players picking up a medikit in Figure 4.3.

Obviously, deciding who gets shot also depends on location information. In
fact it depends on all the players' locations, instead of just the player �ring the
shot, because any of them could be hit.

4.6.1 Totally, but not FIFO ordered messages

We could use the same approach as we decided to use for the medikit, a totally
ordered shoot message containing all the players' locations, as viewed by the
shooter at the time the shot is �red. In the medikit case, we could ensure
all members used the same location by using total FIFO ordering, which would
ensure all members had received the same sequence of movement messages when
they processed the pickup message. Since the result of �ring depends on the
location of other players as well, this will not work. The position of the �ring
player would be consistent everywhere, but the positions of the others would
not. For this to work, we would need to �ush all the movement messages in the
network before processing the shoot message, which would be very expensive.
So we need to send the locations of all players along in the message for a single
shoot message to work:

shoot(player1pos; :::; playerNpos; direction) : player1health; :::; playerNhealth

! player1health; :::; playerNhealth; playerXscore

4.6.2 Using shoot and die messages with FIFO ordering

We can take another approach to deciding who died. P1 could send a message
'I shot in this direction, while I was at position X', and then all players could
decide if they got hit by this shot. This is basically the same idea as making a
single member responsible for the medikit pickup action.

In Figure 4.6 we see P1 and P3 shooting at P2. Both send out a message
indicating their position and orientation. These messages arrive in di�erent
orders at di�erent members. When P2 receives the �rst message it concludes
it has died and sends out an 'I died because of P3's bullet' message. When it
receives the second it will discard it because it is dead. In this scheme, which
just requires FIFO messages, P2 acts as a sequencer for the shoot messages, and
therefore all members will give a point to P3.

shotF ired(playerXpos; direction) : playerY pos; playerY health! ;
die() : ; ! playerY health; playerXscore

19



t=0

t=1

t=2

P3

P3

P3 P3

P3

S=shoot
K=killed

All FIFO

State at P1 Messages

P1 P2

P1 P2 P1 P2

P1 P2 P1 P2

P1 P1P2 P2

P3

State at P3

P3

P2 dies, P3 gets point P2 dies, P3 gets point

SS

K

K

K
K

S

S

Figure 4.6: Shooting using FIFO messages

t=0

t=1

t=2

P2

P3

P1

P2

P3

P1

P2

P3

P1

P2

P3

P1

P2

P3

P1

P2

P3

P1

State at P1 Messages

P1 P2 P3

State at P3

P2 dies, P1 gets point P3 dies, P1 gets point

K:2

K:3

S

K

S

S S
K

K:3

K:3

K:2 K:2

S=shoot
K=killed

FIFO
Total

Figure 4.7: Three problems with FIFO die messages

20



4.6.3 Using a totally ordered shoot and request to die

messages

Unfortunately, there is a problem with this approach. Although we have solved
the race on who shot P3, there may also be a race as to who died. Figure 4.7
illustrates three problems with this approach. First, when there are two players
in the line of P1's �re, both will think they've died, and at t = 1, both send a die
message (the fact that players may die in di�erent orders on di�erent members
may also be a problem).

This can be easily solved by making the message a 'request to die by bullet
X' instead of a 'die' message, like the medikit message which only indicates
that the user wants to pick up the kit and not that he has picked it up. The
�rst player whose request to die is received will actually die, the others will be
discarded.

This makes sure only 1 player dies, but a second problem arises, as is shown
at t = 2. We now need total ordering to ensure all players agree on which player
this is. Third, the total ordering, may be the order that is seen at P3, where the
second player in the line of �re dies. This would only be solvable by waiting for a
message from all players in the game stating whether they have been hit or not,
which would be a costly thing to do. In fact, in this case, it would be enough
just to have each player report their position at the time the shoot message
arrived. Basically we have just inserted another round of communication to get
the current position from all players.

4.6.4 Appearance to observers

What would these two approaches look like to the players?

Totally, but not FIFO ordered messages: Assume we use the shoot mes-
sage type. When a player �res he sends his current information on all the other
players' location in the message. This means that if a player sees another player
in his crosshairs, he knows he will hit him. However the player that is being
shot at may have moved out of the way, and he will get hit by a bullet that
looks like it missed him. He has no time to move out of the way, because the
outcome has been determined at the time of �ring.

In Figure 4.8 we see P1 shooting at P2, and P2 trying to dodge the bullet.
Since at t = 0 P1 sees it is �ring directly at P2, the location information in the
shoot message will cause P2 to die. However P2 is already moving out of the
way. At t = 1 P1 receives the shoot message and concludes P2 died. P2 gets its
own movement message and moves out of the way. At t = 2 P1 sees P2's corpse
move, and P2 dies because of a bullet that looks like it should have missed him.

Shoot and die messages with FIFO ordering: Assume we use the shotF ired
and die messages. This approach will allow P3 to dodge the bullets, since he
will decide whether he's hit using his more recent location when he receives the
shoot message. The fact that the die message is FIFO as well ensures that the
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moving corpse anomaly that we discovered in the previous approach will not
occur. However a player that sees it is shooting straight at another player may
miss because the player has moved when it receives the shoot message.

4.6.5 Comparison

Let's compare the costs of these options. The �rst option, shoot messages, a
totally ordered shoot message containing the location of each player as this was
know at the shooting player, costs just one totally ordered message per shot.

For the second option, shotF ired and die messages, we gave 3 versions,
although the �rst two are not guaranteed to follow the game rules:

The �rst version, when two players can die from the same bullet, costs one
FIFO message for the bullet and a FIFO message for the hit. If a totally ordered
message costs two rounds this will be cheaper when a player doesn't alway hit
another player, (but more expensive when he hits more than one with a single
bullet).

The second version, only one player dies per bullet, but this may not be the
�rst one, will cost a FIFO message for each shot, and a totally ordered message
for each hit. If we just consider the case where there's only one player in the
line of �re, this will be cheaper than the �rst when less than half of the bullets
hit a player.

The third version, which, like the �rst option, works according to the speci-
�ed game rules, will cost 1+ n FIFO messages per shot, where n is the number
of users (or n messages if players can't hit themselves).
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4.6.6 Decision

We decide to use a single totally, but not FIFO ordered shoot message which
includes the position of all the players. We expect the di�erence of being able
to dodge the bullets or not to be minimal if the network is fast enough. This
scheme will also be the simpelest to implement, since we don't have to deal with
the case where a player is hit before he knows the outcome of the previous bullet
that may have hit him.

4.7 Repop of medikits and bots

So far, all the activity in the game was triggered by user actions (moving, shoot-
ing and picking up). Repop of a medikit and movement of bots are triggered by
time and bot actions are random. The easiest way to do this would be to assign
responsibility for each medikit or bot to a single member. This member would
send a totally ordered medikit repop message 30 seconds after it has decided
the kit was picked up. Total ordering is required because another member may
be trying to pick it up at the same time as the repop message is sent. Figure
4.9 demonstrates the problem that arises when FIFO messages are used. Total
ordering would ensure all sites process the repop and pickup in the same order.

A bot would function in the same way as a normal player. So the mem-
ber responsible for controlling the bot would just randomly generate the same
messages he would produce for a player when he shoots or moves.

Of course, when a player quits, his responsibilities must be taken over by
another member.
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4.8 General case

Let's examine the general case when we want to maintain consistency as de-
scribed in Section 4.1. This section will only deal with maintaining consistency,
and the rules speci�ed in this section only ensure consistency, they do not ensure
that the game rules are respected. That is a seperate and application speci�c
issue.

4.8.1 General consistency rules

Output For output consistency, we are only concerned with unconditional
update and conditional update type messages, since these are the only ones that
write to poaps. Now for each poap px, we can de�ne a set of message types that
write to this poap:

update(px) = fmsgT : px 2 msgTOutg

To maintain the required consistency all messages in such an

update set must be delivered in the same order everywhere.

It is easy to see why. If there are two nodes that receive messages from
an update set in di�erent orders, then at some point, they may have received
the same set, but since the last message they have received could be di�erent,
they can have di�erent values for some poaps, thus violating our consistency
requirement.

Input When the messages of an update set arrive in the same order at every
member, we still need to make sure they actually write the same values, which
was assumed in the previous paragraph. To do this, we need to look at the
di�erent input types. There are 3 types of data the members could use as
input:

� Data contained in the message's data part.

� Poaps

� Local data: anything else that is not in the message or in a poap (for
instance a randomly generated number)

Which message type can use which input types? The data in the message will
be the same for every member, so all types can use this data. We have no way
of ensuring consistency of local data, so updating poaps based on local data can
lead to inconsistency. We therefore restrict the use of local data to condition
type messages. Poaps can, by de�nition, only be used by local and conditional
updates.

Now, since conditions don't update poaps, and unconditional updates only use
data in the message, we have no consistency concerns for these messages. But
the conditional update type message can cause problems if the input poaps are
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not in a consistent state when the conditional update is processed. This can
be the case given our consistency requirements, if some nodes have and others
haven't yet received some update for a poap.

We de�ne a read set for poap px, similar to the update set:

read(px) = fmsgT : px 2 msgTIn ^ msgTOut 6= ;g

This is the set of all conditional update message types that use px as input.
Now to ensure that they use the same input values when the

message is processed, and therefore write the same output, we

require that any message of a type in update(px) has been delivered

to all or none of the members when a message of a type in read(px)
is delivered.

Rule speci�c relaxtion of requirements When we know the semantics of
the application rules the message will trigger, we may be able to relax these re-
quirements. For instance, if we know the message type msgRel(data) : fpxg !
fpxg just takes the current value of px and increases or decreases it by a given
amount, it is clear that the result of a given set of messages in any order will
be the same.

Summary

� Update set of messages:update(px) = fmsgT : px 2 msgTOutg

� The messages in a poap px's update set, update(px) must be delivered in
the same order to all members.

� Read set of messages:read(px) = fmsgT : px 2 msgTIn ^msgTOut 6= ;g

� Any messages in update(px) must have been delivered to all or none of
the members when a message in read(px) is delivered.

4.8.2 Relation to ordering primitives

If we forget about the rule speci�c optimizations, we can say that the set of
messages update(px) should be totally ordered to ensure output consistency,
and if the set update(px) [ read(px) is totally ordered, input consistency is
guaranteed. This follows from the summary in the previous section. Note that
this is stronger than strictly required because a set of messages in read(px) may
be delivered in any order as long as no message from update(px) is delivered in
between.

If we use total ordering, all members receive exactly the same set of messages
and will therefore always be consistent. The interesting question is, in which
cases we can use the cheaper FIFO ordering.
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We count the number of members that can send messages from update(px)[
read(px). If this is 1, we call px a local poap, if it is greater than one, we call
px a global poap.

Using this, it is easy to see that for global poaps, using to-

tal ordering for update(px) [ read(px) makes sure the set is totally

ordered, but for local poaps, just using FIFO ordering will also

make sure the set is totally ordered.

There is actually no ordering requirement on the messages in read(px), it is
su�cient that if a message x from read(px) is delivered at some node, and the
last message to be delivered there from update(px) was y, then y should be the
last message delivered from update(px) everywhere. So for global poaps, FIFO
or no ordering may be used for read(px) if we use a �ush protocol, �ushing all
messages from read(px), before each message from update(px) is delivered. It
will depend on the output ordering requirements of the messages in read(px)
and the ratio between reads and writes if this is advantageous. In most cases it
won't be.

Things get a bit more complicated when a message type is in di�erent sets.
For instance if a message reads a local poap pn, FIFO ordering could be used,
but it writes to a global poap pm, so total ordering is required for that. In this
case the message should be both totally ordered with the other totally ordered
messages in the system and FIFO ordered with the other FIFO messages the
member sends.

If the desired totally and FIFO ordered primitive is not available, we either
need to think of di�erent messages to achieve the same e�ect, or use total
ordering on all messages in update(pn) [ read(pn) as well.

4.8.3 Ways to eliminate conditional updates

The previous section shows that conditional update types can lead to expensive
ordering requirements. There are two ways to eliminate the conditional update
type messages:

1. Packing the input poaps' values in the message. This makes it an uncon-
ditional update type message, taking it out of read(px).

2. Making a single node responsible for making the decision. This results
in a condition type message, after which the responsible node sends an
unconditional update type message.

Which of these types is appropriate depends on the message signature and the
application rules. For instance, if the message signature has the same poap in
the input and output set, although the �rst method would ensure consistency,
it may result in incorrect behaviour.
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An example of this is picking up the medikit: medikitP ickup(playerPos) :
fmedikitStatusg ! fmedikitStatus; playerHealth) , where if we pack the
medikit status in the message, two players may pickup the same kit.

4.8.4 FLARE

Let's see how this works in FLARE. First we examine the movement message:

Movement The signature of the messages we use to update a player's position
is:

move(newPosition); ! playerXpos

If we only consider movement, we can now say that read(playerXpos) =
; and update(playerXpos) = fmoveg. Since there is only one node sending
messages for each player X , playerXpos is a local poap, so FIFO ordering is
su�cient.

Medikit pickup When we add the medikit, things change. The �rst idea for
medikit pickup was:

medikitP ickUp()playerXpos;medikitStatus! playerXhealth;medikitStatus

Now we see that
read(medikitStatus) = fmedikitP ickUpg, update(medikitStatus) = fmedikitP ickUpg
read(playerXhealth) = ;, update(playerXhealth) = fmedikitP ickUpg
read(playerXpos) = fmeditkitP ickUpg, update(playerXpos) = fmoveg
Since we know that a player can only pickup medikits for himself, playerXpos

is still a local poap. Therefore, FIFO would be enough to ensure the consistency
of poap playerXpos. But this is di�erent for medikitStatus. More than one
member can send messages from read(medikitStatus)[update(medikitStatus),
so this is a global poap and total ordering must be used here.

If we use total ordering for the medikit message, we need to know if this
will respect the FIFO ordering requirement of playerXpos. Since we said that
FIFO and totally ordered messages will go onto di�erent queues, it won't.
We now have two options, either use total ordering for read(playerXpos) [
update(playerXpos) as well, or pack playerXpos in the message, removing
medikit from read(playerXpos):

medikitP ickUpAt(playerXpos) : medikitStatus! playerXhealth;medikitStatus

As discussed in Section 4.5.4, we have chosen the latter, and now our con-
sistency guarantees are satis�ed.

Shooting We explored two ways of implementing shooting. This �rst option
was a single conditional update type message:

shoot(player1pos; :::; playerNpos; direction) : player1health; :::; playerNhealth

! player1health; :::; playerNhealth; playerXscore

This means playerXpos is still a local poap since the player's positions are
contained in the message, and playerXheath and playersXscore are global
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poaps. We therefore need total ordering.

The second option for shooting was a shotF ired and die message:
shotF ired(playerXpos; direction) : playerY pos; playerY health! ;
die() : ; ! playerY health; playerXscore

Since shotF ired is a condition it is not in in any read set. The die message
makes playerXscore a global poap and playerY health was global because of
medikitP ickUpAt, so we need total ordering for die.

If the health is just read by the player's own node, we wouldn't have to have
a poap for it. And if the die message only updates playerXscore by increasing
it by 1 point, we can relax the ordering requirement for this speci�c message
to FIFO since it doesn't matter in which order two messages arrive if they just
increase the score by 1.

4.9 Creating and joining the group

So far, we have assumed there is a group with a number of members. Here we
will de�ne how we want to allow processes to become a member of the group,
and how the group is created.

4.9.1 Joining the group

A process can get a list of groups (of a certain type) that it is able to join. A
process can only join the group when it is in contact with at least one node who
is a join point for that group.

A join point is a node that is running a process that is a member of the
group or the node that has been designated as the join point for an empty
group. There can be any number of normal join points, but only one designated
join point, and if such a designated join point exists, there are no normal ones.
When a process joins an empty group, the node running the joining process
becomes a join point, and the designated join point disappears.

4.9.2 Leaving the group

When a process leaves the group a new group view is installed. If the last process
leaves, its node becomes the designated join point for the empty group. If the
last join point fails, the group ceases to exist. The group exists as long as there
is a join point for the group.

4.9.3 Creating the group

There is a primitive 'create group' which creates an empty group with the node
that is running the process that called the create primitive as the designated
join point.
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4.10 Required API

join(name);

leave();

name[] list_groups();

create_group(name);

fbcast(msg);

abcast(msg);

// Delivers a message sent by fbcast or

// abcast. No ordering is imposed on messages

// using different send primitives. Whenever

// a fbcast or abcast message is ready to be

// delivered they are put into a common queue

// and deliver delivers the first message in

// that queue.

deliver(*msg);

// Callback. Will be called whenever nodes join

// or leave. The group view contains the list of members.

view_change(new_view);
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Chapter 5

Requirements for the FLARE

Communication Service in the

Presence of Partitions and

Failures

When we assume failures and partitions can occur, we must de�ne a failure
model, and open issues 3 and 4 from Chapter 3 become important. Furthermore,
we need to specify our consistency requirements in the presence of partitions.
In the following section we will sometimes just use the word 'partition' when it
really means 'group or partition'. For instance a 'when a partition splits' should
actually be 'when a group or partition splits'. In most of the discussion here, it
is not relevant whether the group is complete or is in a partitioned state, so the
whole group and partition are equivalent.

5.1 Assumptions

� There are globally unique identi�ers for nodes

� There are globally unique identi�ers for members

� There are globally unique identi�ers for group views

� Communication failures are bi-directional

� Communication is always transitive
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5.2 Consistency requirements

When there is no partition, we want all replicas of poaps to be consistent, and
we can always use the most recent information. But when a partition occurs,
we may want to forfeit some consistency for some poaps in order not to block
the application, while other poaps will have strict consistency requirements. We
have identi�ed three di�erent levels of consistency we want to allow:

1. Inconsistent: we will allow the state in partitions to diverge. When parti-
tions merge again, this will require a poap-speci�c merge function.
An example in FLARE would be the medikit.

2. Primary copy: we will allow writes to some primary copy (de�ned by the
application) of the poap, so copies in other partitions may be outdated.
For some poaps it may be allowed to read old data, for others this may
not be allowed. Members that have access to the primary copy can always
read and write. When partitions merge, the primary copy is simply copied
over the outdated ones.
An example in FLARE would be the �ag.

3. Consistent: we want every copy to always have the same state. When
partitions merge the state will still be the same, so no action is necessary.
An example in FLARE would be the poap that keeps track of who won
the game.

For some poaps the consistent type is not appropriate because we want to be
able to update it even when there is a partition, and there appears to be an
evident primary copy. For example, it makes sense to store the position of a
player in a primary copy type poap.

� For all members within the same partition (or the whole group when
there is no partition) that have received the same set of messages, the
same consistency requirements as described in Section 4.1 apply.

� For members in di�erent partitions, we want all copies to be at least as
consistent as the consistency requirement associated with that poap.

5.3 Delivery of messages

Chapter 3Issue 4 presents four di�erent delivery guarantees we could use. Which
of these is the most logical choice depends in part on whether we send updates
or events.

If we had chosen to send updates, the last 3 options would map nicely to
the di�erent poap types. Best e�ort delivery could be used for inconsistent type
poaps, delivery only if the message can be delivered to a certain member would
match primary copy type poaps, and for consistent type poaps we would use
atomic delivery. The important di�erence between send events and updates
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Poap Consistency

Player position, health,
score

Primary copy

Bot position, health Primary copy
Medikit status Inconsistent
Flag location Primary copy
Winner Consistent

Table 5.1: Consistency levels for poaps in FLARE

here is that when sending updates we already know which poaps to write to.
We can then select the appropriate delivery guarantee for the poap we want to
update.

But since we've chosen to send events, these now make less sense. When an
event is delivered to a node the node processes it and may want to update poaps.
To be able to decide if it is allowed to update these poaps, it needs to know
which other members got the message. We will assume that when a message is
delivered at some member, it is delivered to all the members in that member's
current view that survive until the next view change. The view contains all the
members in that member's partition. When a member sends a message, we give
no guarantees on the delivery other than that if the sending node survives, it
will receive its own message.

5.4 Poap types for the di�erent objects

Now that we have established the di�erent consistency levels, we need to asso-
ciate a consistency level with each poap in FLARE. From the rules speci�ed in
Chapter 2, we get the following list of poaps: player position/health/score, bot
position/health, medikit status, �ag location, winner. The types we associated
with these objects, deduced from the game rules, are listed in Table 5.1

5.5 Failure model

� Nodes can fail at any time (fail-stop). If they recover, they are considered
new members for the group communication.

� Partitions can occur, making communication between the partitions im-
possible.

� Failures and partitions can occur simultaneously, (i.e., without enough
time inbetween to detect them as separate events).

� A group can be split into more than 2 partitions at once.
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n0 n2
n1

Figure 5.1: Partion caused by failure

The �rst two are obvious. When nodes fail, we want its members to be
dropped from the group, like they would be in a normal leave operation. The
third may make life rather hard for us, but cannot be excluded, since in an
ad-hoc wireless network a failing node is a likely cause of partitions. In Figure
5.1, if node n1 fails, n0 and n2 will be partitioned. The last point will probably
be less common.

When we admit both partitions and failures, we encounter two principal
problems. First, when we lose contact with a node, it is impossible to tell if this
is because of a partition or because it has failed. Second, when a group becomes
partitioned, all nodes in a partition may subsequently fail. These two problems
will be discussed in the next sections.

5.6 Detecting failures and partitions

In priciple, we need some way of detecting when a node fails and when the
network is partitioned. What the exact requirements are depends on how we
decide to handle partitions and failures. The ideal detection primitive would be
able to detect which nodes fail and which are partitioned, even if both happen at
the same time, and would immediately detect partitions and failures when they
happen. Also it would be able to know which nodes are in the other partitions
when a partition into more than two parts occurs.

In practice, this is impossible to realize. When a failure or partition occurs,
the only thing that nodes detect is that communication with other nodes has
become impossible. But if we want to build a policy that is able to handle both
partitions and failures, we can't do without a function providing some subset
of this, and it becomes important to determine how well our policy can handle
the limitations of whichever detection function we use.

Two possible primitives that come close to providing such a service will be
discussed next. When discussing the partition handling policies in Sections
5.8 and 5.9, we will examine the consequences of incorrect results from this
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primitive, and how its characteristics may be relaxed in each case.

5.6.1 Partition anticipation

In [5] a distinction is made between logical and physical partitions. Based
upon location information and wireless connection range, a 'safe distance' is
determined. If a node moves beyond the safe distance, a logical partition occurs,
meaning that the algorithm preemptively partitions the network. It can do
this in a consistent way upon which all nodes agree because there is enough
time between the moment a node moves out of safe distance and the moment
physical network communication becomes impossible in order to properly inform
all the nodes. If the node moves back to within safe distance again, the logical
partitions are merged. This way partitions can be handled nicely.

If communication is suddenly lost, we still don't know if it's due to a partition
or a failure. If we assume that our anticipation function works well, it would be
reasonable to assume that the nodes with which contact is lost have failed. When
a node fails and thereby causes a partition things get a bit more complicated.
The policy could be made smart enough to conclude that there was only one link
and that this link has failed. A group being split into more than two partitions
at once will not be a problem.

This policy will probably perform quite nicely in most cases, but it is not
hard to think of scenarios where it will produce incorrect results. For example,
a partition caused by a failure will probably not be anticipated, a partition may
occur because of some outside interference or because the communication path
is blocked by a car or building.

Another partition anticipation policy is proposed in [3].

5.6.2 Counting failures

The probability of a number of nodes failing 'simultaneously' (without enough
time to establish a new group view) depends on both the time it takes to detect
a failure or partition and the number of nodes in the group. We could use this
to distinguish between failures and partitions. If we take n to be the maximum
number of nodes we expect to fail simultaneously, we can say that any number
of nodes � n with which communication is lost are presumed to have failed, and
any number > n are presumed to be in a partition.

It is important to note that in this policy, both partitions will decide for
themselves what has happened. This causes some complications, and requires
partitions to maintain some history of events until the partitions are all merged
again.

For instance, in Figure 5.1, n will probably be set to 1. Now if n1 fails, n0
will presume there is a partition with n1 and n2 in it. And n2 will presume a
partition with n1 and n0. When they merge again, they will have to realize that
there is now a number of nodes � n missing and conclude that those nodes (n1)
must have failed. Therefore, using this policy it is impossible to detect failures
and partitions occuring simultaneously until the partitions have merged again.
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A B

Figure 5.2: A partition splitting in two parts

Another complication is that in this example both n0 and n2 have no way
of knowing that the other sees 2 nodes missing, and they must deal with the
possibility that the other nodes have wrongly concluded that they have failed.

Partition in more than two partitions at once is not a problem, but again,
won't be detected until partitions merge. Using this policy it is not possible
to establish a consistent group view for all nodes when partitions and failures
occur at the same time or a partition in more that two parts occurs.

Again it is not hard to think of scenarios where this policy doesn't work.

5.6.3 Conclusion

This is a very hard problem indeed. The �rst solution will probably work rea-
sonably well, but requires location information (although this could possibly be
replaced by signal strength information from the WaveLan cards). The second
is easier to implement. Possibly the coverage estimation algorithm in [3] could
be useful to determine if nodes have failed. A solution will probably include a
combination of various ideas, possibly including the ones mentioned above.

This problem is very complex, and the policies suggested are just ideas.
For us it is important to get a clear picture of the consequences of incorrect
results from this primitive. Assuming that it should be possible to determine
that communication is no longer possible with a node, there are two possible
mistakes the partition and failure detection primitive can make.

� Assume a node is in a partition, when in reality it has failed. This will
most likely be due to the failure of a node linking two partitions.

� Assume a node has failed, when in reality it is in a partition.

Also note that although it could come in helpful to have a consistent and
agreed upon group view when a partition occurs, this cannot be achieved when a
partition in an already partitioned group splits again. By de�nition the splitting
partition has no way of informing the other. For instance, in Figure 5.2, B has
no way of informing A that it is being partitioned, even if it is able to achieve
agreement on this among its own nodes.
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5.7 Dying partitions

When the network becomes partitioned, it is possible that all nodes in one of
the partitions fail. When this happens the other partition will never be able to
reestablish contact with them. This means that any group that has an explicit
'partitioned' state will not be able to recover if it waits for the other partition
inde�nitely, because the other partition no longer exists. Any state that was
only stored in the failed partition will also be lost.

5.8 Partition handling policies

This section describes some possible policies for handling partitions and failures.
We will compare several aspects of them, including the demands they put on
the partition and failure detection and how they respond to malfunction of this
primitive. Using these ideas we developed a policy for FLARE that will be
described in Section 5.9.

5.8.1 Splitting groups policy

Policy When a partition occurs, the group splits into two (or more) inde-
pendent, new groups. Both of these are unpartitioned and contain only the
members that can be reached.

Group membership Membership of a group extends to all processes that
have successfully joined the group or one of the parent groups, have not left the
group or failed, and have always been in contact with each other.

Poap types Since a poap can only be accessible from one group, there needs
to be a way to decide which poap ends up in which group. If all poaps go to
the same group, the other will not be very useful, and we basically end up with
the policy in Section 5.8.3.

Whichever algorithm is used, in this policy groups are never partitioned, so
all types are equivalent. Of course the number of poaps that are in the group
is less than before the partition occurred. Also nodes that don't have access to
a poap can no longer know in which group it is located, just that it is in one of
the subgroups of the one it was in originally.

Dying partitions After splitting the group, both groups will contain di�erent
poaps. When either one of the new groups dies, all its poaps will be lost.
Recovery will be made more di�cult by the fact that it is no longer known in
which group a poap is located.

Failure and partition detection primitive When a failing node is wrong-
fully thought to be in a partition, the policy that determines which poaps end
up in which partition will probably loose some poaps.
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For instance if there was some virtual poap located close to n1 in Figure 5.1
and both nodes n0 and n2 assume the other two nodes are in another partition,
neither will claim the virtual poap and it is lost. This means we need to be able
to accurately detect failures and partitions happening simutaneously, which will
be hard.

When a partitioned node is wrongfully thought to have failed, the other
nodes will redistribute the ownership of its poaps among the remaining nodes.
The partitioned node will be alone in a new group, and will retain its ownership.
The result is that the poap has been duplicated!

A partition into more than two parts will not be more di�cult than a par-
tition into two parts.

Coding complexity The programmer must handle the fact that the poaps
in the group are not statically de�ned and they may disappear suddenly. Also
he doesn't know which poaps will be in a group.

Consequence of partition For the application it will appear as if a number
of members and poaps disappear from the group.

Pro

� The fact that all poap types are equivalent will make programming easier.

Con

� The fact that we don't know in advance which groups there are and in
which group poaps are, will make programming more di�cult.

� Risk of loosing poaps when partitions die.

� Strict demands on detection of failure/partition to avoid losing or dupli-
cating poaps.

5.8.2 Partitioned groups policy

Policy When a partition occurs, the group is split into two (or more) 'parti-
tioned' subgroups. The group membership stays the same, and the partitions
are aware of their partitioned state.

Group membership Membership of the group extends to all processes that
have successfully joined the group, and have not left the group or failed.

Poap types By de�nition: Each partition may do as it pleases with inconsis-
tent type poaps. Primary copy type poaps can be updated by members in one
partition, and may be read by others, knowing that the data they read may be
out of date. No partition may update consistent type poaps, and therefore all
partitions can read them.
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Figure 5.3: Discovery of n2's failure may be postponed until partition merge.

Dying partitions When a partition dies, the other partitions will not be able
to recover from their partitioned state. And therefore the application will be
severely crippled.

Failure and partition detection primitive When a failure is seen as a
partition the group will never be able to recover from the partitioned state.
Note that in some cases detecting it is a failure instead of a partition can be
postponed until partitions meet again. In Figure 5.3 we see the centre node
failing, causing two partitions containing n0; n1 and n3; n4. In this policy it
doesn't matter if the two partitions assume n2 to be in the other partition,
but when n1 moves close enough to n4 to reestablish communication between
them, they must conclude that n2 has failed and therefore the group is no longer
partitioned.

A partition in more than two groups will not be a problem as long as the
detection primitive is able to detect if there is still a partition missing when the
two others merge.

When a partition is seen as a failure, the group will just drop that member.
The member that is in the partition may think it is still in the group and the
group is in a partitioned state. The group will just use whatever failure handling
function it has and continue the application. When they merge again, the group
will realize the mistake and appropriate action must be taken.

Coding complexity The programmermust handle the partitioned state when
some poaps will become read only.

Consequence of partition For all members some poaps will become read
only.
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Pro

� Will allow access to a lot of relevant poaps if the primary copies are wisely
allocated.

Con

� Group gets locked in partitioned mode when failed nodes are wrongfully
presumed to be in alive in another partition. This can be caused by mis-
taking a failure for a partition, or because a partition has died. Therefore
it is very vulnerable to both these problems.

5.8.3 Main node group policy

Policy In each group there is a main node. When a partition occurs, the
membership is reduced to the partition that contains the main node. Other
members are removed from the group.

Group membership Membership of a group extends to all processes that
have successfully joined the group, have not left the group or failed, and are in
contact with the main node.

Poap types There is no partitioned state here, and therefore all poap types
are equivalent. Each member has read/write access to all poaps.

Dying partitions This is only a problem if the partition of the main node
dies, which will be a problem regardless of whether any partitions are present
or not. When a partition without the main node dies, this partition would no
longer be a member of the group, so there is no problem.

Failure and partition detection primitive Since this policy just drops
every member that loses contact with the main node from the group, it is
irrelevant whether they have failed, or have been partitioned from the main
group. It also doesn't matter in how many partitions a group is split.

The critical requirement here is that we must be able to detect when the
main node fails, whether that coincides with a partition or not. In that case a
new main node must be elected.

Detecting this may be very hard for the reasons stated in Section 5.6 and it
will probably be impossible to guarantee accurate detect in all cases. If we fail
to detect the main node has failed, the group will cease to exist. If we think
the main node has failed, when in reality it is partitioned, the groups will be
duplicated. In that case reconciliation will be hard when the two main groups
reestablish contact because both will have updated poaps.

Luckily, we have control over which node will be the main node, and we can
include several factors in deciding this. Given the characteristics of our failure
and partition detection primitive, we can pick a node for which it is very likely
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we can properly detect failures. Another factor we would like to keep in mind
is the fact that when a partition occurs we would like the main node to be in
the largest group, so the most nodes can make progress. This should also help
to prevent the group from dying.

Coding complexity All poaps will be available all the time, but the pro-
grammer must handle the fact that a member can be dropped from the group
at any time.

Consequence of partition A number of members will be dropped from the
group. Note that this does not mean they will have to start from scratch again
when they rejoin. They may save state information and be able to rejoin the
game when they can communicate again. The group will be able to play on as
normal, and the partitioned or crashed nodes would be blocked.

Pro

� Most members will be able to make progress.

� Loose demands on failure and partition detection primitive.

� Little extra danger of a dying group as compared to a situation without
partitions.

� Control over main node reduces risk of not detecting when it fails.

� Simple programming model.

Con

� Partitioned members will be dropped from the group entirely. Although
it would be possible for the application to have a recovery policy so they
won't have to start from the beginning, they certainly won't be able to
make progress.

5.8.4 Majority partition policy

Policy When a partition occurs the members of each partition count the num-
ber of members in their partition. If this is more than half of the members in the
group, they consider the others to have failed and drop them from the group. If
not, they know the others will have dropped them. Unless there is a partition
in two equal parts, but this can be easily avoided. See Section 5.9.3.

Group membership Membership of the group extends to all processes that
have successfully joined the group, have not left the group or failed, and have
never found themselves in a minority partition.
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Poap types There is no partitioned state here, and therefore all poap types
are equivalent. Each member has read/write access to all poaps.

Dying partitions This is only a problem when the majority partition dies.
The chance of this will be quite small when we let the majority go on after a
partition.

Failure and partition detection primitive Only has to detect how many
members are in the current partition. It is irrelevant whether they have failed
or are partitioned.

Coding complexity Same as main node policy.

Consequence of partition Same as main node policy.

Pro Same as main node policy, plus even more relaxed demands on the failure
and partition detection.

Con Same as main node policy.

5.9 The partition handling policy for FLARE

From the previous it is clear that the splitting groups policy causes a lot of
problems, and, for FLARE, doesn't have that many advantages. Also the fact
that this version of FLARE will only use one group makes it useless. The
partition handling policy we will use is a combination of the partitioned group
and the majority group policies. It allows most members to make progress like
the partitioned policy does, while avoiding the risk of mistaking a failure for a
partition.

5.9.1 Partition anticipation

To detect partitions we use a partition anticipation function like the one de-
scribed in 5.6. It will detect when a partition is likely to occur soon and preemp-
tively partition the network. We call a preemtive partition a logical partition.
The application will not be able to communicate with nodes in another partition
when there is a logical partition. But when there is a logical, but no physical
partition, the group communication layer will be able to communicate. When
the partition anticipation function determines the risk of partition is gone, the
group communication will merge the partitions. The preemtive partitioning is
illustrated in Figure 5.4, merging works in a similar way.
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t=0 t=1: Logical partition occurs t=2: Physical partition occurs

Figure 5.4: Partition anticipation preemtively partitions the network

Limitations Note that this partition anticipation function can never be sure
that the partition will really occur. In Figure 5.4, partition B might turn around
and in that case the preemptive partition was unnecessary. So we sacri�ce some
connectivity for time to have all nodes agree on the partition. The number of
unnecessary partitions will be a measure of how well our partition anticipation
function performs.

The partition anticipation function will never be able to anticipate all par-
titions, for example partitions due to failure, so there will be unanticipated
partitions. We expect the majority of these partitions to be partitions of types
that occur in �xed networks as well, instead of partitions caused by mobility.
However the tuning of the partition anticipation function may cause more unan-
ticipated partitions. We can probably (depending on how it is implemented)
make the anticipation more optimistic or pessimistic, resulting in either more
unanticipated partitions, or more unnecessary logical partitions. How unantici-
pated partitions are handled is described in Section 5.9.3.

Also note that by de�nition, this function cannot mistake a failure for a
partition, or a partition for a failure.

Timeout

Because all nodes in an anticipated partition may leave the group or fail,
which can cause the members of the group to be stuck in the partitioned state
forever, we set a timeout on the anticipated partitions. When the anticipated
partition is formed, there is some negotiation going on, and during this phase,
we will assign a 'main partition'. The main partition is only formed when a
partition occurs in the previous main partition, not when a non-main partition
splits. The non-main partition is given a timeout time. If it doesn't merge with
the main partition before its timeout time is over, all members in it are consid-
ered to have failed. We set the timeout in the non-main partition su�ciently
shorter than in the main partition so that we know the members will declare
themselves failed before the main partition does.

When the main partition is split again, the nodes that split o� will have the
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same timeout period, and will therefore timeout at a later point in time. The
main partition doesn't timeout any members unless it can timeout all missing
members, in which case it drops all missing members from the group and the
group returns to the unpartitioned state.

When non-main partitions merge, one may have a higher timeout time than
the other. Because the main partition doesn't timeout any members before it
can timeout all missing members, each member in the partition can safely take
on the highest timeout time. Each partition keeps track of the timeout times
it knows for all members. Because the timeout time for a members can only
increase, when partitions merge, the highest value from both tables is taken.
This ensures that if a partition passed on its higher timeout time to another
partition and at a later time merges with the main partition, the main partition
will know about this and won't timeout the members that initially had a lower
timeout time (they may be the only nodes that are still missing).

There will only be one main partition and the only way for a non-main
partition to avoid the timeout is to reestablish contact with the main partition.
If partitions never meet again, the membership will eventually be reduced to the
main partition. The main partition should therefore be chosen in such a way
as to ensure maximum probability of survival for the group. This will probably
mean selecting the partition containing the most nodes, although other factors
like battery life and connectivity could be included in the decision as well. The
timeout period is a parameter of the policy and can be set to anything from 0
to 1 according to application requirements.

5.9.2 Creating and joining a group with partitions

In the presence of partitions, we allow more than one designated join point, and
they can exist even when there are still members in other partitions. Basically
the same thing that happened for a group in the case without partitions, now
applies for a single partition. Instead of representing the entire group, a desig-
nated join point now represents a partition (which may be the whole group).

Joining the group The process for joining is basically the same. A joining
process has to be in contact long enough for the joining process, the join point,
and any members with which it is in contact to install a new group view. As
before, when a process joins at a designated join point it becomes a join point
and the designated join point disappears.

When a process joins a non-main partition, it needs a timeout time. We
take this to be the latest timeout time, known to the partition where it joins, a
shorter time is pointless because we know the main partition cannot decide the
group is unpartitioned earlier, a later time is risky because the main partition
may decide the group is unpartitioned, while the new node hasn't timed out yet.
Each node keeps track of the latest timeout time it has seen or heard about,
and tells other nodes about this when partitions merge.
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Figure 5.5: Minority partitions concluding there is no majority

Leaving the group Essentially leaving the group is the same, except now
when the last member of a partition leaves, its node becomes a designated join
point, which is why we can have more than one join point. This designated join
point also has a timeout time, and this time is the latest timeout it has seen or
heard about. Again, earlier is pointless and later is risky.

Merging Using this scheme there may be more than one designated join point.
However they can only be created by seperate partitions. At some stage two
designated join points may reestablish contact, in that case one of the two stops
being a join point. When a node that is a designated join point reestablished
contact with a partition of the group, it stops being a join point.

In either case, the same operations are performed as when normal partitions
merge. So if a group is split in A and B by an anticipated partition, all members
in B leave, and A reestablishes contact with B's designated join point, A will
know the group is now complete.

5.9.3 Unanticipated partitions

Although we hope the partition anticipation will take care of most partitions,
there will still be unanticipated partitions and failures. In both of these cases
the only thing we notice is that contact is lost with the nodes. When we un-
expectedly lose contact with one or more nodes, we call this an unanticipated
partition. In this case, neither partition has a way of knowing if the other is
still alive.

When an unanticipated partition occurs, the majority partition, based on
the number of nodes, assumes the other nodes have failed, and they are dropped
from the group. Since all partitions can determine how many nodes they can
still communicate with, they can independently decide if they are the majority
partition or not. If they are the majority, they install a new group view among
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themselves, and inform the application that the members running on the missing
nodes are dropped from the group. If they are not they consider themselves
dropped from the group and inform the application of this. The surviving
nodes in a minority partition are no longer a member of the group.

The fact that the member was dropped from the group doesn't mean the
player has to be dropped from the application as well. The game may attempt
to reestablish contact with the rest of the group and use some rejoin protocol
to reintegrate the dropped player.

Minority partitions A very undesirable scenario would be that there are no
majority partitions. When a node is dropped because of a minority partition, the
application may either try to join the group again or give up. If it tries to rejoin
it can be succesfull either by establishing contact with some join point for the
group, or by establishing contact with more than half of the members that were
dropped from the same partition. In that case, they can draw the conclusion
that there was no majority partition. They will then create a designated join
point, and the application can join at that point. This way the recovery would
be transparent for the application.

This is illustrated in Figure 5.5. Note that members 6-9 get new IDs because
they were dropped from the group when the unanticipated partition occurred.
When they rejoin the group, they are treated as new members.

Breaking even partitions Since FLARE will be played by a relatively small
number of players, it is more likely that a partition will split into two parts of
equal size. If the partition was unanticipated, this would cause two minority
partitions. Now, although the nodes would recover from it when they reestablish
contact, we would prefer if one was able to make progress.

We achieve this by giving one node double weight whenever the total number
of members in a partition is even. Therefore, whenever it is split in two, there
will always be a majority.

It is very easy to see that this can only have a positive e�ect. When there is
an even number of 2n nodes, a partition must have n+1 nodes to be a majority.
When there is an uneven number of 2n+1 nodes, a partition must still have n+1
nodes to be a majority. So adding the extra weight to one node doesn't make
the requirements for deciding a partition is a majority any stricter. However,
since there is now 'more weight' in the group, the probability of a partition
being a majority is larger.

Who is the double weighted node will be decided whenever a group view is
installed, the double weighted node should be picked on the likelihood that it
will not fail.

5.9.4 Group view

Whenever a partition is anticipated a new group view will be installed. This view
will be di�erent for members in di�erent partitions. The group view consists
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of a list of members that can be communicated with, and a �ag that indicates
whether the network is partitioned or not. This is illustrated in Figure 5.6. The
�ag only indicates that the group may be partitioned. When it is false, we
know for sure that there is no partition. When it is true, we do not know for
sure that there is a partition, since all the members in the other parttition may
have failed or left. This is illustrated in Figure 5.7.

Requirements A process should not receive messages when it is not a mem-
bers of the group. When a process is a member and it sends a message, it should
eventually receive its own message. When it receives a view, it must be a mem-
ber in that view and it knows that it is a member of the group. When a member
is dropped from the group the group communication must inform it about this.
When a member receives a view, it can also be sure that all members in that
view are really members. All members in a partition get the same view. So if
a gets a view containing b; then b gets the same view as a; and that view also
contains a. When a member receives a message, it can be sure that all members
in its view will receive this message.

The exact requirement are described in greater detail in [8].

5.9.5 Group membership

Processes can only become a member of the group through a succesful join
operation. They are a member of the group until they leave, or are declared to
have failed by any member because of unanticipated partition or timeout.

For an unanticipated partition, some partition may decide that it is the
majority before other partitions realize they are the minority. So the processes
in the minority partition are no longer members, but they may not be aware of
this. We require that they don't receive any messages sent after the partitions
split, and any messages they send are never delivered. Eventually they will
realize they are no longer members.

For a timeout, the shorter timeout on the non-main partition nodes ensure a
member will decide it has timed out before the main partition does. The leave
operation is simply installing a new view, so this will happen simultaneously for
all members in the partition. So with our two policies for handling anticipated
partitions and unanticipated loss of contact, each process can be sure whether
it is a member or not.

Whenever the group communication layer of a member decides another mem-
ber has left the group, either because of an unanticipated partition, a timeout
of an anticipated partition, a leave operation, or because it has learned this
from another member, it will inform the application about this, and present
the application with a new group view (which may be the same as the previous
one).

5.9.6 Problems

Earlier on, we identi�ed 2 possible problems:
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Dying partitions This could cause a group to remain locked in the parti-
tioned state. For anticipated partitions, our timeout scheme ensures that, when
the timeout is set to < 1, the main partition will eventually recover. When
all members in the main partition fail, the other nodes will eventually timeout,
and the group will no longer exist, because all join points are gone. So, in our
scheme, the group will never get stuck in a partitioned state, although in an
unfortunate case, it may cease to exist.

For unanticipated partitions, only the majority will continue, so it can never
be locked in a partitioned state. When the group splits without a majority,
the group will no longer exist, but it may be revived when enough minority
members meet.

Detecting faillure and partitions Our inability to distinguish partitions
and failures when communication is lost can cause all sorts of problems. We
solved this by making our only notion of partition the anticipated partition,
which can be properly detected and agreed by all nodes. By considering any
loss of communication caused by a failure, we may sometimes assume a node has
failed when it is really partitioned. But in our scheme this node would always
be aware of the fact that it is no longer a member of the group and this way we
avoid a lot of problems.

5.10 Algorithm that implements the partitioned

state indicator

This section will describe an algorithm to decide whether the group may be
partitioned or not using the policy described in the previous sections. It will
split and merge anticipated partitions, detect when the group is unpartitioned,
handle timeouts and unanticipated partitions, and detect when an unanticipated
partition splits into just minority partitions. It just uses a list of members it
can communicate with and the results of the partition anticipator as input.
Whether this list of members is installed as a view or not is not important for
the algorithm.

First we will develop a policy that just deals with anticipated partitions.
Then we will expand this with timeouts and �nally with unanticipated parti-
tions.

Again in this section we will mostly speak about 'a partition', even when the
group is in an unpartitioned state because this doesn't matter for the algorithm.
Also we speak about 'a partition' when this can be empty and just represented
by its designated join point.

5.10.1 Anticipated partitions

The algorithm is based on a partition information data structure. This is a
partition wide data structure that stores information on all known past and
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Figure 5.8: Use of the partition information datastructure

present members. It is replicated on all nodes in the partition. The idea behind
the algorithm is that when an anticipated partition occurs, a number of nodes
will be missing. We gather information on what happened to these processes
and at some stage we will hopefully be able to determine the group is in an
unpartitioned state again.

The partition information is a map of (past) member IDs to their state:

partition information : member_id! member_state

where member state is IN_VIEW, PARTITIONED, or NO_MEMBER.
When a partition occurs, a partition receives a new list of members it can

communicate with. It now updates its partition information in the following
way: for each member in the map that has IN_VIEW status, but is not in the
new list of members in the partition, the status is changed to PARTITIONED.
When two partitions merge, their maps are merged, and the result is used for the
merged partition. For each member that only appears in one of the maps, the
entry is copied. For each member that appears in both of the maps the highest
precedence status is used, with the order from high to low being IN_VIEW,
NO_MEMBER, PARTITIONED.

Note that since we map members to a status and members don't rejoin the
group, the IN_VIEW and NO_MEMBER can never occur simultaneously. If
we map nodes, then this can happen and the given order is correct. After each
merge operation, we check if there are any members left with PARTITIONED

49



status. If not, we draw the conclusion the group is unpartitioned and remove all
entries with NO_MEMBER status. If there are PARTITIONED status entries,
the group may still be partitioned.

Joining When a process succesfully joins the group, he is given a new member
ID. This is put in the partition information list with IN_VIEW state.

Leaving When a member leaves the group for whatever reason, there are
two options. If there are members with PARTITIONED status, the leaving
member's status is changed to NO_MEMBER. If there are no members with
PARTITIONED status, his entry is removed from the map.

This is illustrated in Figure 5.8. At t = 0, we see a group split into two
partitions. At t = 1, partition B splits again and D admits a new member (7)
after the split, and in A the two nodes leave, and a new member (6) joins. We
see that A's list now has an entry for member 6, and D's list has an entry for 7.
At t = 2, D splits and A and C merge into E. Here we see our merge algorithm
working. At t = 3 E and F merge and we see that H has learned that there must
be another member out there, even though this member wasn't in the original
group when it split. From G and H is it clear that when they merge, there will
be no more partitioned state members.

5.10.2 Timeouts

Adding timeouts requires relatively little modi�cation. We expand the partition
information structure with a timeout �eld:
partition information : member_id! member_state; timeout

The main partition stores timeout values for all members that have status
PARTITIONED, the other partitions store timeouts for all members of which
they know the timeout time.

When the main partition splits, a new main partition is agreed on. The
main partition enters the timeout speci�ed by the policy parameter for all new
PARTITIONED members. The new partition enters a timeout time su�ciently
lower to ensure it will timeout �rst for all IN_VIEW members. The timeout
times of all other nodes are just copied. When a non-main partition splits the
timeout values don't change.

When two non-main partitions merge each node gets the same timeout time,
and the highest timeout time of the two partitions is used for this. When a
partition merges with the main partition, its timeouts are cleared.

Joining When a process succesfully joins the group in a main partition, it
doesn't get a timeout. When it joins in a non-main partition, it gets a timeout
equal to the timeout of the other IN_VIEW members in the partition.

50



Leaving When all members leave in a non-main partition the designated join
point also gets a timeout. The value is the same as that of the member that
left.

Timeout When a member discovers that it has timed out, it will leave the
group. When a node in the main partition discovers that the timeout time
of all members with PARTITIONED status have expired, it drops them all
from the group and sends a message to the other nodes in the main partition
saying this member has been dropped from the group. If only a subset of the
PARTITIONED status members have an expired timeout time, no members
are timed out because these may have copied a higher timeout time from one
of the other nodes.

Again, when there are no members with PARTITIONED status in the par-
tition information, the group is unpartitioned.

5.10.3 Unanticipated partitions

This is a rather simple extention of the previous algorithm. When an unantici-
pated partition occurs the nodes know with which nodes they can still commu-
nicate. If this is more than half the nodes that had IN_VIEW status in the
previous view, these nodes know they are the majority and will drop the other
members from the group. When it is less than half, they know they are dropped
from the group, and no longer consider themselves members.

Now the only thing we should make sure of is that if there are only minority
partitions, and they try to join the group again, we should create a designated
join point if they may reestablish contact with more than half of the mem-
bers of the previous partition. This joint point should have the same partition
information map and timeout that would have been formed if all members left.

To achieve this we let each node, when it is in a minority partition, remember
the last group view. When a node reestablishes contact with any of the nodes
that were members with IN_VIEW status in that view, it asks them if they
have saved the same group view. If they haven't, either

� at least one of them was a member of the majority partition,

� or there was no majority partition but at least one of them was already
involved in recovery from that.

In either case, the node deletes the group view. If on the other hand these nodes
have also stored this group view, they may form a majority together. If they
don't, nothing happens. If they do, they create a designated join point, with a
partition information map, replacing all IN_VIEWs with NO_MEMBERs, and
with a timeout equal to the timeout in the previous group view. After this, there
may be a merge operation of this designated join point with another partition
if some of the nodes already reestablished contact with. If not, processes can
now join again at the designated join point.
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The nodes give up their attempt to recover when their timeout time as it
was in the previous group view expires.

5.11 Required API

join(name);

leave();

name[] list_groups();

// Specify the partition timeout

// when creating the group.

create_group(name,timeout);

fbcast(msg);

abcast(msg);

// Delivers a message sent by fbcast or

// abcast. No ordering is imposed on messages

// using different send primitives.

deliver(*msg);

// Callback. Will be called whenever nodes join

// leave, fail, or a partition occurs. The group view

// contains a list of members with their status, either

// IN_VIEW, PARTITIONED, or NO_MEMBER. When a node has

// status PARTITIONED, this means we cannot communicate

// with it, and therefore do not know if it is still a

// member of the group.

// When a member has left the group or has failed, the new

// group view will list it as 'NO_MEMBER', and it will not

// appear in subsequent views.

// Whenever there's a member with PARTITIONED status, the

// boolean 'partitioned' will be true.

view_change(new_view, partitioned);
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Chapter 6

FLARE Communication

Layer

Timeliness

This chapter discusses what timeliness guarantees are requiremented in order to
ensure that the order of events in the game matches what is observed in the real
world. From the system's point of view, events in the real world are observed
through a 'hidden channel', which is a channel through which information about
events is sent outside of the system. In the case of FLARE, this will probably be
vision. In Figure 6.1, we see two players shooting at each other. When a player
physically shoots, this information is registered by his computer (a), and sent
over the network (b). When it is received back (c), the outcome of the shooting
is determined and rendered on the screen, and the player sees this on the screen
(d). This is the normal communication channel. The players can also see other
players through the hidden channel. For example, they may see A shooting at
C �rst, followed by B shooting at C. They will visually see other players pull
their triggers, in some sequence of events. From this they form an expectation of
what should happen in the game. If something di�erent happens in the game, for
example, B gets the point for killing C, the game will seem to be malfunctioning.

Regardless of whether two players are shooting at each other, are shooting
at the same player, or are observed by a third player, we want the events that
are observed in the real world to match those in the game. The important thing
to realize here is that we are only interested in how the events are observed,
not in the sequence in which the actually took place. Given in�nitely precise
observation, an observer could always tell the sequence in which two events
occur, but since such observations cannot be made, we should examine how the
accuracy of the observation is related to the timeliness requirement.
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Figure 6.1: A hidden channel

6.1 De�nitions

The three main measures that will be of importance are:

T hc
min, T

hc
max The minimum and maximum time before an event can be perceived

through the hidden channel.

Tnet
min, T

net
max The minimum and maximum time before information about an

event can be delivered through the network.

�obs The minimum time between two events being observed on the hidden chan-
nel such that an observer will distinguish the events as having happened
sequentially. If the time is smaller than �obs the events will be perceived
as being concurrent.

�resp The minimum time betwee a player perceiving an event (through the
hidden channel) and responding to that event.

We derive two uncertainty measures from this

�hc = T hc
max � T hc

min The uncertainty of the delivery time through the hidden
channel.

�net = Tnet
max � Tnet

min The uncertainty of the delivery time through the network.

And we de�ne symbols for important points in time

tn The physical time at which event n occurred.
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Figure 6.2: tb � ta = thcb � thca when �hc = 0

thcn The physical time at which information about event n was perceived through
the hidden channel.

tnetn The physical time at which information about event n was delivered through
the network.

Finaly, let's de�ne what we consider the 'correct' delivery order:

� Events which are perceived in a certain sequence by any observer, must
be delivered in the same sequence on the network.

� Events which are perceived to be concurrent can be delivered in any order.

6.2 Temporal ordering

For FLARE, the hidden channel will most likely be vision, so the speed of light
determines the propagation time and we can assume �hc = 0. We will �rst
examine this case, and then look at the more general case when �hc > 0.

6.2.1 Case 1: �hc = 0

Our goal here is to determine the criteria that must be met in order to enssure
that two events perceived in sequence through the hidden channel are processed
in the same sequence on the normal network. First let's introduce a de�nition
from [10]:

Æt-precedence order(
Æt!): An event a is said to Æt-precede an event b, a

Æt! b,
if tb � ta > Æt.

Assume two events a and b with thca < thcb . We only care about the case when
thcb � thca > �obs (i.e. when the events are perceived in sequence), which implies

tb � ta > �obs when �hc = 0. So the message delivery should respect the a
Æt! b

ordering, with Æt = �obs. This is shown in Figure 6.2.
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Figure 6.4: Worst case for temporal ordering with �hc > 0

Criteria for Æt-precedence What are the criteria for message delivery times
in order to guarantee that the delivery will respect Æt-precedence? Obviously
the more time between events, the easier it is to order them properly, so from
here on we will examine the worst case. This is when the time between events
is Æt, tb� ta = Æt, the �rst messages takes Tnet

max to deliver and the second Tnet
min.

This is illustrated in Figure 6.3. We want to deliver a before b, so tneta < tnetb .

tneta = ta + Tnet
max

tnetb = tb + Tnet
min

tb = ta + Æt
) tnetb = ta + Æt + Tnet

min

we want tneta < tnetb

) ta + Tnet
max < ta + Æt + Tnet

min

) Tnet
max � Tnet

min < Æt
) �net < Æt

So if the uncertainty in the message delivery time is smaller than Æt, the
delivery will respect Æt-precedence. Since in this case Æt = �obs, the requirement
becomes �net < �obs. When the uncertainty in the message delivery time is
smaller than the observer accuracy, our ordering requirement is met.
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6.2.2 Case 2: �hc > 0

Now let's examine what happens when the propagation delay on the hidden
channel is not constant. Again the worst case is when the two events occur
within the minimal amount of time such that an observer may be able to tell
the order. From Figure 6.4 it is clear that the time between events so that an
observer may see the order is now smaller. It is smallest when the �rst event
is propagated in T hc

min time through the hidden channel and the second event
with T hc

max time, since this maximizes the period between delivery times on the
hidden channel.

In that case

thcb = thca + �obs
thcb = ta + T hc

min

thcb = tb + T hc
max

) tb + T hc
max = ta + T hc

min + �obs
) tb = ta + �obs ��hc

We only care about the case when thcb � thca > �obs, which implies tb �

ta > �obs � �hc. So the messages should respect the a
Æt! b ordering, with

Æt = �obs � �hc. From our previous result we know that this is the case when
�net < �obs ��hc.

So the result is that the limit on the uncertainty of delivery time on the
network has been brought down by the uncertainty on the hidden channel.

6.2.3 Case 3: �hc > �obs

The previous result implies that if �hc > �obs, proper ordering cannot be guar-
anteed. This makes sense, because it implies Æt-precedence should be respected
with Æt = �obs � �hc < 0. Æt-precedence doesn't make sence for a negative Æt:

two events a and b, could now have tb� ta > Æt and ta� tb > Æt, implying a
Æt! b

and b
Æt! a!

It is also intuitively correct because the uncertainty of delivery times on the
hidden channel is now greater than the observers accuracy. This means that
two events may be seen in reverse order, while this couldn't happen in the case
when �hc � �obs. Clearly, if the events may be delivered out of order on the
hidden channel, and the system has no knowledge of the channel, it can never
guarantee the messages on the network are delivered in the correct order.

General e�ect of �hc on the perceived order: Events may be delivered
in the wrong order on the hidden channel if they are less that �hc apart (ta >
tb ��hc, Figure 6.5.a). Whether they are perceived in the wrong order on the
hidden channel depends on the arrival time. The maximum di�erence in arrival
times of two events a and b arriving in the wrong order, with tb = ta + Æ, is at
most �hc� Æ. This happens when the �rst event, a; is delivered with maximum
delay T hc

max, and the second event with minumum delay T hc
min (Figure 6.5.b).
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Figure 6.5: Events happening more than �hc time apart are delivered in order,
events perceived less than �hc time apart may be perceived in the wrong order.

So it is easy to see that if �hc < �obs, then the maximum time between
events arriving out of order on the hidden channel �hc � Æ is also smaller than
�obs, and the events are perceived to be concurrent. This means that with
enough certainty on the delivery delay on the network, we can make sure that
the events are processed in the correct order.

For any two messages perceived with � time inbetween, we can say that
they occurred with ���hc to �+�hc time in between.

6.3 Causality

To ensure causality, we can take the same approach again. Two events a and b,
with ta < tb, can be causaly related when a was perceived by the player sending
b at least �r time before tb. From Figure 6.6 it is clear that the minimum time
between a and b for a causal relationship is T hc

min + �resp. So if we apply our
result for Æt-precedence with Æt = T hc

min+�resp, we see that causality is respected
when �net < T hc

min + �resp.
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Chapter 7

FLARE Communication

Layer

Use of Location Information

In FLARE 1, location information will be used for two purposes. First, location
information will be used to determine which node hosts objects like medikits
and bots. As described in Section 4.7, some node needs to be responsible for
generating the messages for these objects. Which node is hosting a node only
becomes important when a partition occurs. Since it makes sense to assign the
primary copy of a poap to the node that is hosting the associated object, and
we expect users to interact more with objects that are close by, it makes sense
to host an object on a node that is close by that object. We will host the object
on the node that it is closest to, and periodically reevaluate the locations to
move the object if neccesary.

Second, we need a way of assigning the primary copy for the other objects
when partitions occur. We and we will do this using location information. We
will assign the primary copy of a poap to the partition containing the node
closest to it. In order to reach agreement on this, we will �ush all movement
messages that were in the network before deciding this. This way wel know all
nodes have the same view.

Of course the primary copy of the poaps representing a player are in the
partition that player is in.
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