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Abstract—Our previous work in mobility support for CORBA appli-
cationsresultedin the designand implementation of the Ar chitecture for
Location-Independent CORBA Environments (ALICE). The first ver-
sion of ALICE enabled CORBA objects running on mobile devicesto
interact transparently with objects hostedby off-the-shelf CORBA im-
plementationswithout relying on a centralisedlocation registerto keep
track of their whereabouts. This paper presentsthe secondversion of
ALICE on which work is currently ongoing The improved architecture
retainsthe featuresof the original and addssupport for disconnectedp-
eration in the form of cachingof sewver functionality on the client side.
Furthermor e, the architecture is being generalisedbeyond CORBA in
order to makeit applicableto other distrib ution infrastructur es,suchas
Java RMI and DCOM.
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|. INTRODUCTION

ALICE is anarchitecturaframework that providesmobil-
ity supporffor acertainsuiteof client/senerapplication-leel
protocolswhosecharacteristicare explainedin sectionl-B.
ALICE enablesmplementation®f suchprotocolsto provide
their own supportfor mobile clients, seners (including ad-
dresdranslatiorandlocationmanagemeng@nddisconnected
operation(including replicationand cachingof sener func-
tionality). In addition,ALICE includesconnectvity manage-
mentfeaturesto addresghe difficult network characteristics
of wirelessnetworks. Developersusethe ALICE framavork
by writing a seriesof software modulesto interfacewith a
setof core ALICE modules. This paperdescribeghe over
all architectureandthe core modulesindependentlyof ary
particularapplication-leel protocol.

A. Mobility Challenges

Our previouswork [5] identifiedthreeareaswvhereopera-
tion in mobile ernvironmentsposesa challengecomparedo
traditional(wired, fixed) ervironments:

Device Limitations of the mobile hostitself in the form of

limited processingpower, batterylife, memoryrestrictions,
etc. Theselimitations require software for mobile hoststo

useasfew resourcegspossible.

Network Characteristics of mobile hosts are generally di-

verseand varying comparecto thoseof fixed hosts. Even

small mobile devices(suchashandheldPCs)typically have

at leasttwo (andtypically more) communicationsnterfaces
thatare not only connectedo variousphysicalendpointsat

variouspointsin time but alsovary dramaticallywith regards
to latengy, bandwidth reliability andusagecost.

Physical Host Mobility causegonnectiorendpointsowired

networksto changefrequently In the caseof mobile seners
thiscancausesenerreferenceseldby clientsto becomeob-

soleterapidly.

In generaladdressinghe latter two issues(by increasing
mobility support)is likely to increasehefootprintonthe mo-
bile host,andthereis likely to alwaysbeatrade-of involved.
Theapproachtakenin ALICE hasbeento solve thesetwo in
separat@rotocollayerswhile keepingthe footprint assmall
aspossible. For example,effort hasbeenmadeto allow as
muchfunctionality as possibleto be placedin the fixed net-
work ratherthanon the mobile host.

B. Protocol Requirements

For an application-leel protocol to fit into the ALICE

framawork, it mustsupportcertainfeatures:

1. Theprotocolmustbeclient/sereroriented.

2. Theunderlyingtransporimustbe TCP/IP

3. A sener referenceneedsto containseveral endpointsat
which the sener canbe found. Clientsshouldtry endpoints
in ordetr

4. It mustbe possibleto storesomeextra informationin a
senerreference.

5. Forwarding of client requestdowardsa differentsener
locationmustbepossible.

An example of sucha protocol is the CORBA Internet
Inter-Orb Protocol(llOP) with which thefirst versionof AL-
ICE [5] wastested.Work is currentlyongoingon supporting
JavaRMI andDCOM in a similar fashion.

C. Mobility Model

Themodelfor communicationsisedin the ALICE frame-
work is that mobile hostsconnectto remotehostsvia medi-
ators,or basestations calledmobility gateways, asshovn in



Mobile

Host -~

N -~ _ Mobility
ew =
Connection | Gateway
Lood
- Connection
Mobility
Gateway
LEGEND:

—— Wired connection
— — — - Wireless connection
Old Connection

Remote
Host

Fig.1. TheALice Mobility Model

figure 1. (Hence,we arenot talking aboutad-hoctype com-
muncationbetweenmobile devices.) The terminologyis as
follows:

MH Mobile Host. A device that moves betweenmobility
gatevays andis disconnectedvhile in transit. A MH can
hold programghatactassenersaswell asclients.

MG Mobility Gatevay. A fixedcomputerthatactsasabase
stationfor MHSs. It hasat leastoneinterfacethroughwhich
aMH canconnecin additionto a wired network connection
toaLAN orthelnternet.

RH RemoteHost. A computemwith whichthe MH commu-
nicatesvia the MG asmediator A RH cancontainclient as
well assener programs. It canbe a fixed hostor a mobile
host. In the latter case,it is assumedo communicatevia a
MG.

This is the generalALICE mobility model. It may some-
timesbe preferableto connecta MH directly to the network
ratherthango througha mediator In suchsituationsthe MH
canactasits own MG.

Il. ALICE OVERVIEW

This sectiongivesan overview of ALICE by first explain-
ing non-standarcdhotationandterminologyusedto describe
the architectureand then presentingthe architectureitself.
ALICE consistsof threebasicpiecesof functionality which
arebriefly introducedas part of the overview andtreatedin
moredetailin sectiondll to V.

A. API Notation and Terminology

Eachof the ALICE layershasup to threedifferentAPls:
the downcall, upcall andtuning APIs. If a layer performs
servicedor layersaboveit in the protocolstack,it will have

a downcall API throughwhich invocationsfrom upperlay-
ersarereceved. If alayer receves upcalls(or callbacks)
from layersbelow it, thelayeralsohasanupcall API through
which this happens. If a layer is runtime configurable(as
someof the ALICE layersare), it hasan additionaltuning
API for this purpose.

The notationusedfor describingthe interactionbetween
the ALICE layersis an extensionof the traditional protocol
stack notation, where the layersare placedon top of each
otherandcommuncationakesplacevertically betweeradja-
centlayers. The notationalextensionsto this modelinclude
addingedgesonto the protocol boxesto illustrate the three
typesof APIs. Thisis shown in figure 2 wheretwo layers,
eachhaving all threetypesof APls, interact.
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B. Layer Notation and Terminology

In total, ALICE consistsf threedifferentlayers. Eachof
theseconsistsof a numberof componentsesidingin differ-
entplaces. For example,the Mobility Layer (ML) consists
of two componentsoneresidingon the MH andoneon the
MG. Whendiscussinganentirelayer(say theML) it will be
referredto eitherby its full name(the mobility layer) or its
abbreviatedname(the ML). Whendiscussinga single com-
ponentof alayer, thelocationatwhichit resideswill besub-
scripted.For example,the partof the ML thatresidesonthe
MH will bereferredto asM L wr.

C. Software Architecture

Figure3 shownvs the ALICE architecturan its entirety The
servicefferedby the architecturecanbe dividedinto three
distinctareasof functionality, eachof which is addressedby
oneof thearchitectures layers.

Connectivity Management betweenthe MH andthe MG is
handledby the Mobility Layer (ML). This layer hidesthe
compleity of the MH’s network characteristicdrom upper
layersby performingtransparenteconnectionand tunnel-
ing. Thisis explainedin sectionlll.

Location Management of senersresidingon mobile hostsis
handledby the SwizzlingLayer. Thislayeris usecdto support
senermobility by translating(“swizzling”) senerreferences
at variouspointsin time andby redirectingclientswith ob-
soletereferencesowardsmorerecentsener locations. This
layeris describedn sectionlV.

Disconnected Operation of MHs is handledby the Discon-
nectedOperationLayer. This layer lets clientscachesener
functionality during periodsof disconnection. Supportfor
conflict detectionand resolutionis also provided, although
someissuesareleft to theapplication.Thislayeris described
in sectionV.

The swizzling and disconnecte@perationdayersare de-
pendenton the protocolusedbetweernthe client and sener,
and separaténstanceof theselayersmustbe implemented
for eachprotocol. The ML is protocol-independergndwill
work with ary application-leel protocol. We usetheterms
S/ Protocol and D /Protocol to denotegenericswizzling
and disconnectedperationfunctionality and substitutethe
nameof anactualprotocolwhendiscussingmplementations
of the layers. The S/IIOP layer—the swizzling layer for
the CORBA Internetinter-Orb Protocol—isdescribedn [5].
Work on D/IIOP—the disconnectedperationlayer for the
same—iscurrentlyongoing.

I1l. CONNECTIVITY MANAGEMENT

The MH hasa setof physicalcommunicationsnterfaces
thatareusedto connecto oneor moredifferentMGs atvar
ious pointsin time. (Figure3 shaws threeinterfaceswhose
transportsare namedTP1-TP3.) Typically, someinterfaces

will be wired whereasotherswill be wireless. The Mobil-
ity Layer(ML) managesheseinterfacesandhidesthe unre-
liability of wirelessmediafrom applicationsby performing
transparenteconnectiondo MGs. In casethe MH moves
from oneMG to another(for example becausét is nolonger
within rangeof thefirst) thetwo MGs negotiateto setup tun-
neling of any openconnectiongheremay exist betweenthe
MH andtheRH. All connectiorstate(suchasunsentata)is
transferredrom theold to thenew MG in a procedurecalled
handoff. This happengransparentlyto applicationsrunning
ontheMG andtheRH.

A. Mobility Layer API

TheML implementsasupersedf theBSD soclketsAPI and
canbeusedinsteadof the standardl CP-layer This makesit
simpleto addmobility support(in the form of reconnection
andtunneling)to legagy applications For otherapplications,
however, it is relevantto know the currentstateof connectv-
ity andbe notifiedwhenererthatstatechangesWe call such
applicationsmobile-aware. For suchapplications,the AL-
ICE architectureoffers mobility informationin the form of
callbacks. Whenever thereis a changein connectvity state
(suchasthelossof a connectiorto a MG or the creationof
a connectionto a nev MG) the applicationrecevesa call-
backin the form of aninvocationof a previously registered
function. Callbackfunctionsareregisteredvia the extended
soclets API. The useof callbacksis optional, and applica-
tionsneednot useit.

B. Mobile Servers

For mobile clients, the standardML functionality is suf-
ficient to operatewithout changedo the application.Outgo-
ing connectionsireproxiedatthe MG andtunnelledoetween
MGs in casethe connectiongersistfor longerthanthe MH
is connectedo the MG throughwhich the connectionsvere
initially made.

For mobile seners, the situation is more complicated.
Whenamobilesenerstartdisteningonasoclet,aportis dy-
namicallyallocatedon the MG andthelistenoperationtakes
placeon thatsoclet. Whena MH movesto a nev MG, an-
othersenersocletis allocatedon thenaw MG to replacethat
ontheold MG. Hence,a mobile sener cannotitself choose
theendpoint(hostname portnumber)its clientsneedto con-
nectto. Furthermorethe endpointwill changewith every
MH movement.The ALICE architectureaddressethis prob-
lemwith the Swizzling Layerdescribedn sectionlV.

C. Interface Management

The ML continuouslygathersstatisticsaboutthe lateng,
bandwidthanderror rate of the MHs communicationsnter
faces.Thisinformationis usedto pick a new interfaceto use
for reconnectiorwheneer the connectionto a MG breaks.
The statisticsareaccessibléo mobile-avareapplicationsvia
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the ML’s tuning API. This API alsoallows a mobile-avare
application(suchasaML configuratiortool) to implementts
own communicationsnterfaceselectionalgorithmandcon-
figurethe ML to useit. The default algorithmis basedon a
simpleround-robintypescheme.

D. Operation During Disconnection

In the ALICE mobility model, it is normalfor a MH not
to be connectedto a MG at all times. In this case,the
ALICE architectures default mode of operationis to syn-
chronouslyqueueunsentatabetweerthe MH andthe MGs.
Asynchronousgueueingis not explicitly supportedby the
architecturebut can be achiesed by using application-leel
multi-threadingin conjunctionwith the synchronougjueue-
ing mechanism.

IV. LOCATION MANAGEMENT

Althoughthe ML performshandof andtunnellingof con-
nectionsamobilesenerwill changeats connectiorendpoint
whenits MH movesto a new MG. This may confuseclients
thathold referenceso old endpointsgspeciallybecauseL -

ICE doesnotassumeheseclientsareawarethatthe seneris
mobile. The swizzling layer addressethis problemby per
forming swizzling (runtimetranslation)of sener references
andby redirectionof clientstowardsmorerecentsener lo-
cations. The formeris doneon the MH andthe latteron the
MG.

A. Swizzing

Onefunction of the S/ Protocol layeris to managesener
referenceseld on the MH. The S/ Protocolpu layer uses
the callbackmechanisnof the ML to keeptrack of the cur-
rentMG andusesthis informationto translatehe sener ref-
erencegvery time the MH movesto a nev MG. No attempt
is madeto updateold referencedeld by clients until they
areused.The S/ Protocol s layerreliesonrequirement$s
and4 from sectionl-B to encoddnformationaboutendpoints
in senerreferences.
Swizzling a senerreferenceoccurswhena new references
createdandthe MH is connectedo a MG. In this case gach
endpointreferring to a local interfaceis removed from the
referencesavedfor laterunswizzlingandreplacedy anend-



pointfor S/ Protocolpr. The S/ Protocol pc layerlistens
on a well-known port which allows swizzling to take place
ontheMH withoutinvolvementof theMG. Whenthemobile
senerstartdisteningonanendpointalogicalconnectiorbe-
tweenthe MH andthe S/ Protocol ;¢ layeris setup. This
allows connectiorattemptshatarrive atthe S/ Protocol yra
layerto beforwardedto the sener applicationon the MH.
Reswizzing a sener referenceoccurswhena MH moves
from one MG to another In this case,the S/ Protocol pr
layer receves a callback from the ML that the MG ad-
dresshas changed. The S/ Protocolyru layer reswizzles
a sener referenceby replacingall endpointsreferring to
the S/ Protocolyc layer with endpointsreferring to the
S/ Protocol p layeronthenew MG.

Unswizzling a sener referenceoccursif the mobility sup-
port layersare removed from the protocol stack, for exam-
plein casethe MH getsadirectconnectiorto aLAN. In this
case,all sener referenceknown to the S/Protocol layer
areunswizzled.For eachsener referencethe endpointsre-
ferring to the S/ Protocol 5 layerarereplacedoy thelocal
endpointsthat were saved during swizzling. Any endpoints
referringto remoteinterfacesareunchanged.

B. Redirection

A client may hold a swizzledreferencddentifying a mo-
bile sener. The swizzledreferencewill containoneor more
endpointsidentifying the S/ Protocol ;1 layer ratherthan
the sener on the MH itself. A client attemptingto invoke a
sener with a swizzledreferencewill go throughthe follow-
ing steps.

1. Attempt to connectto the first endpointspecifiedin the
reference.Becausehe referencds swizzled, this endpoint
belongsto the S/ Protocol prc layeronthemobility gatevay
to whichthe MH wasconnectedvhenthereferencaevaspub-
lished.If theMH is still connectedo this MG, theconnection
attemptwill succeed.

2. If theMH hasmovedandreconnectedio anev MG (after
ahandof betweerMGs), the S/ Protocol yr layerwill redi-

rectthe client to the S/ Protocol pr layer on the new MG.

Theold MG will know aboutthenew MG becausé hasbeen
involvedin a handof.

3. If the MH hasnot reconnecteé@ndno handof hastaken
placetheS/Protocolyrg layercannotredirecttheclient. In

this casejt passesheincomingconnectiorto theunderlying
ML which in turn waits for the MG to reconnecto this or

anothemMG. Theclientis blockeduntil this happens.

V. DISCONNECTED OPERATION

WhenaMH is disconnectedrom MGs for alongerperiod
of time, the default action of the ML (to queueinvocations

1 Acceptingconnectionsvhile the mobile hostis disconnecteds a design
decisionwhich may changein the future. Anotherapproachcould be to
refusenew connections.

in both directions)may be infeasible. The disconnecteap-
erationlayer D/ Protocol allows clientsto replicatesener
objectsand cachethe replicaslocally. While the client and
seneraredisconnected;lientrequestso the senerareredi-
rectedto thereplicastoredontheclient side. This allows the
client to operatein spite of not having accesdo the sener.
In figure 3, theclientis shovn asresidingon themobile host
andthe sener on the fixed hostbecauseave believe this to
be the typical case.The sener could alsoresideon the mo-
bile hostin which casethe remoteclient would cachesener
functionalityfrom themobilesener. Thisis notshowvnin the
figure.

A. Client Sde

The D/ Protocol layer on the client side hastwo impor
tant functions: to maintain a cache of sener objectsandto
redirect invocations to thesecachedbjects.Thesetwo func-
tions areindependenaind canbe usedseparatehby clients.
For example,a simple client may not wantto control which
sener objectsare cachedbut would still like to invoke a
cachedcopy if onehappendo be available. A more com-
plex client could be in explicit control of which sener ob-
jectsit wishesto cache. A third type of client could be a
userinteractve ‘hoarding-tool’'whichwouldinteractwith the
cacheeventhoughit would neveritself needto invoke ary of
thecachedsenerobjects.

B. Server Sde

Thereplicationof sener objectsis generallydifficult to do
without applicationinvolvement.For this reasonthe sener-
sideof the D/ Protocol layertakesthe form of areplication
supportmoduleratherthan a separatdayer in the protocol
stack. In figure 3 this is shavn by integrating the applica-
tion layer with the disconnectedperationlayer The two
partsof the D/ Protocol layerperformvastly differentfunc-
tions. Whereaghe client side performscachemanagement,
thesenersidehandlegequests$or replicationandreconcilia-
tion of senerobjectsandalsoprovidesthe senerapplication
with supportfunctionsfor performingconflict detectionand
resolution.

V1. RELATED WORK

Relatedwork in the areaof mobile CORBA supportin-
cludesthe DolmenProject[6], the JumpingBeansystem[3]
andthe OnTheMove project[4]. More detaileddiscussioron
thesecanbe foundin [5]. The ObjectManagemenGroup
(OMG) arealsoworking on extendingCORPBA to deal bet-
terwith mobile environments.ThelastRequestor Proposal
(RFP)[7] expiredin May 2000andresultedn two responses

(2], [1].



VIl. CONCLUSION

This paperhaspresentedhe designof the secondversion
of the ALICE framework. Sincethe first version,the archi-
tecturehasevolved towardsa moregenericform in orderto
be applicableto otherthan CORBA ervironments.Onefea-
ture retainedfrom the original designis its modularity: the
structuringof functionalityinto layersthateachsolvesa por-
tion of the problemspaceandcanto a large extentbe used
independently of the otherlayerswhenrequired.
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2Thedisconnectedperationandswizzling layersdependon the ML, but
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