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Usage of Clusters

o All Clusters:
— More throughput

— Increased redundancy

— Hiaher annlication nerformance
| Ilvl TSo1 U\.I\Jr’llvv‘.klvll rlvl T T 1T ITGAT TN

= Communication via OS services (TCP/IP)
e SCI-Connected Clusters:
— SCI not offered as a standard OS service
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Why SMI?

e Higher abstraction level than SISCI:
— Providing application environment
— Single function calls for complex operattions

— Hiding of node & segmentiDs
— Extension of SISCI functionality
— Resource management

e Lower abstraction level than SMILE:

_ Utilizat : |
— Full control of memory layout
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SMI Programming Paradigma

e Basic Model: SPMD
e Independent processes form an application
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* Multiple processes on each node
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SMI Functionality

e Set of ~70 API functions, but:
only 3 function calls to create an application

Itn_Snared memaory

J

ective vs. individual functions:

— Collective: all processes must call to complete
— Individual: process-local completion

« Some (intended) similarities to MPI

nared library 1 aris
]
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SMI Availability

e SMP systems
« NUMA systems (SCI-Clusters)

aroware nlatrorms<:
aravvarc pyractuiimro.

— Sparc, Intel, Alpha (soon)
Software platforms:
_ Solaris. Linux. Wind {
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Initialization/Shutdown

Initialization: collective call to
SM Init(int *argc, char ***argv)

= Passing references to argc and argv to SMi

0 not touch argc/argv before SM _Ini t () !

Finalization: collective call to
SM Finalize()

Abort: individual call to
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Information Gathering

 Topology information:
— Number of processes: SM _Proc_si ze (| nt *sz)

ss rank:

— Local proc
f

— Number of nodes: M Node size (int

— Several more topology functions

System/State information:
SM_Query(sm query t q, int arg, void *result)
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Watchdog

e Observation of ,heartbeat” signals of all
processes of an application

nal for a certain period indi
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= Termination of the whole application
= Freeing of all resources allocated via SMI

od hinders debugaina
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Shared Memory Regions

e |nter-process communication is done solely
via shared memory

I
ulrceu

between local and remote memory
= Consider data locality
= Different type of shared memory regions
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Setting up SHM Regions

Creating a shared memory region:
SM Create _shreg(int type, sm shreg_info_t

*reqginfo Fnt *id char **addr)
| | 3' | I B! U’ | LY , . AW pw | | l

lon Informati

Ffead HICIHUly ICUIUII
— PCI-SCI adapter to use
Information specific to some region types:

— Owner of the region: memory is local to the owner
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SHM-Type UNDIVIDED

e Basic Region Type:
one process (owner) exports a segment, all

nrt 1t
JUI LU IL.
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SHM-Type BLOCKED

Each process exports one segment
All segment get concanated

= Continous region Is created

p— N\ P~ - — A \ 7 —
f— — — f—

XED, no Y

Only

P4

Collective invocation
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SHM-Type CUSTOMIZED

User-defined distribution of segments
All segments get concanated

= Continous region Is created

p— N\ P~ - — A \ 7 —
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XED, no Y

Only

P4

Collective invocation
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SHM-Type PT2PT

e Two processes share a memory segment
 FIXED or NON_FIXED, DELAYED
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SHM-Type LOCAL

A single process exports a segment
No other process is involved

= | ocal completion semantics

Segment is available for connecti
Only NONFIXED

-
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SHM-Type REMOTE

e A single process imports an existing remote
segment

e NoO other

= |

I |'a"a
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 Only NONFIXED

Remote process needs information!
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SHM-Type FRAGMENTED

o All processes export a segment and import all
other segments
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SHM-Type SMP

e Create node-local shared regions
— different memory backing on each node
— different sizes possible on different nodes
 No remote memoryaceess

e Collective operation

-
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SHM-Region Flags

e Do not enforce identical addresses:
SM  SHM NONFI XED

D0 not connect iImmeadeletly:
A "4 B A | V:IM> _AY:_I

* Register user memory as SCI segment:
SM SHM REGQ STER

o Keep the segment private (no export):
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Connecting to SHM Regions

 Why create regions with DELAYED flag?
— Faster creation
— Saving of resources if segment is not needed
0 . : :
SM_ Query(SM Q SM REGQ ON CONNECTED)

Connect to a region:
SM Connect _shreg(i nt

(
o e owher of 0

J I TN 1

« Connecting o
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Deleting SHM Regions

Delete a shared memory region:
SM Free shreg (int 1d)

JA Nnroceccac \Who have createn /r‘nnnmr“l‘an
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the region need to participate
Access to a region after it has been free'd
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Memory Management

 Dynamic allocation of memory of shared
regions (for any contignous region type)

Ised directly or via SM

ion can be

aYalidall
\ WA W I

t

Ini |aI|ze Memory Management Unit.
M Init shregMMJ(int region_id)

- technique
= Fast, but coarse granularity

e Memory manager works with QUAAY
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Memory Allocation

 |Individual allocation:
SM Imalloc(int size, int id, char **addr)

~sllect 1 an:

Crnol |l ol 1 Nt o1 70 LNt s char **addr)
—_dAar roc it o1 £6, e B S . © Cilal adi)

b |
A

Freeing allocated memory:
SM Ifree(char *addr)
SM Cfree(char *addr)

~reeing mode must matc lon Moo
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Memory Transfers

« Memory transfers possible via load/store
operations or memcpy()

optimized: twice the performance
asynchronous: no CPU utilization

Jv'ii‘lb:
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Synchronization

e Barrier Synchronization:

SM Barrier()
o Mutual exclusion via locks:
— |nitialization:
SM _Mitex_init (int *id)
SM_ Miutex init wth locality (int *id, int prank)
— Acquisition:

SM_ Mutex |ock (int id)
SM_Mutex _trylock (int id)

wwwwrﬁi—ﬁdﬁ—

- Destruction:
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Progress Counters

e Each process has an atomic counter
e Use other processes’ counter to synchronize
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Progress Counters (cont.)

 [nitialization / Reset:
SM Init PC (int *pc_id)
SM_Reset PC (int pcid)

ncrementin CQL..‘er:
SM Increnent PC (int pc id, int val)

Reading / Waiting Counter:
SM _Get PC (int pc_id, int rank, int *val)

SM Wait individual PC (int pc i | nt rank,
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Signalization

« Wait for events (signal) from other processes:
— wait for signal from specific process:

SM_Signal walt (int proc rank)

\/

i+
L

IZaY ianal fro " nAcco
Gl U ICAl 11TVl Al Coo
SM_Signal wait (SM Sl GNAL ANY)

— waiting for a signal does not cost CPU cylces
=threads can block for a signal

Trigger an event:
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Callback Functions

e Set up a callback function
SM Signal setCall back (int proc_rank,

void (*cb fcn)(void *), void *cb arg,
sm _signal handle *sh)
— SMI_SIGNAL_ANY can be used here, too

 Wait for completion of callback function:
SM _Signal _joinCallback (sm _signal handl e *sh)

— Joining does not cost CPU cycles
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,Message Passing"

SMI is no message passing library
BUT: minimized Inter-process message

excha hanicmMea
| O w1 1TCA ITCAT IT O ~J

— Message size limited to SMI_ MP_MAXDATA
— Blocking or non-blocking message transfer

SM Send (void *buf, int len, int dest)

*
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Misc

Functionality of SMI not covered today:
e Load balancing:

» Different consistency modes:
— Replication of a shared region
— Different techniques to share a replicated region
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Summary SMi

 Development started in 1996:

— SBus-SCI adapters in Sun Sparcstation 20
— no SISCl avallable

— API for creation of parallel applications on shared
memory (SMP/NUMA/cc-NUMA) platforms

— Ph.D. thesis: Grid based parallelization techniques
j nim Worri : 1998
~ — extension of SMI as basis for other librarlesor
services on SCI-SMP-clusters
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SCI-MPICH

MPI-1 implementation for SCl-connected
clusters

roJ

ha)
pna)

— Communication via Sockets, shared memory, SCI

= Heterogenous usage:
mixed platforms, mixed interconnects

ased on the MPICH implementation

— A A4 I | ¥ LI 4 rvi rf IIIII\J 1T T INT TUWOGARG]D

P — N

Jpen-source, reey wailable
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Development History

Starting point.: MPICH shared memory device

 replacement of shared memory allocation functions
with SMI functions
= \_AjQrking MPI, but ba

Ivvl.

= Ontim —lnhll\l |
v U JLUI |

ptimiZea tayo

= performance doubled (2 ( 0% peak)

= New communication protocols, completely new data
structures
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MP-MPICH Design: Generic

MPI-1

MPIR

Runtime Layer

MPID

Device Layer

Device Plugin Channel Device

ADI-2

ch

Sockets,
shmem,

. S viAscl,
Communication Facilities Myrinet, ..
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MP-MPICH Desian: SCI
MPIR

Runtime Layer

Device Layer

Initialization Services Ch Snll

SM.I Library Cﬂmminicati on

SI S CI Address Space
SCI mapped ' locally mapped JSELSpaCe

Kernel space
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Protocols

Different protocols in SCI-MPICH:
SHORT protocol:

'F mnll

N

a 100
11T LUV

— IVitoodyt IC IU | 1 U U

£

)
— Also used for control messa Jes

« EAGER protocol:

— Message length up to some 10°‘s of Kbyte
— Uses preallocated buffers

— = Arbitrary messagetenggh

— May use multiple passes to transmit d
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SHORT Protocol

Separate message receive gueues for each
process

A

self-svnc
A UJIIV Ll |
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EAGER Protocol

o Use preallocated, fixed size receive buffers
e Send data ,eagerly”, without asking receiver
. .

e (" Nnnfi
\ AW A I |

Control-
Message
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RNDV Protocol

Control Messages

OK to send

I
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Delayed Connections

« EAGER and RNDV messages are not
necessarily exchanged between all process-

\N1re

JCAI O

— Set up connections on demand:
SM _SHM DELAYED and SM _Connect _shreg()

o Startup-time Is reduced
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Global/Local Regions

* |ntra-node and inter-node communication:
— SMP region type for intra-node communication
— other regions types for inter-node communication

» |dentical protocolscanbeused
= SCI-MPICH is a good SMP-MPI, too

e Single-copy for intra-node messages:

-~ - Works great for WindowsNT
- Additional kernel module for Linux (BIP)
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MPI Transfer Types

 MPI offers different messager transfers types:
— Synchronous: MPI _Send() / MPl _Recv()

e Posts send/receive job to the MPI library
« Job is not complete until matching MPI Vi t () returns

« Asynchronous transfers allow overlapping of
S I .
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Overlapping

 MPI scenario for overlapping of computation
and communication:

Receljve

setu
MPI | send() VPl

do computation do computation
VPl Wit () MPI Vit ()
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Synchronous Transfer

Sender

MPlI | send
Ask to send N

OK to send

g Continue 8
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Asynchronous Transfer

Sender

MPI _I send Ask to senl =
OK to send *
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Multi-Adapter Support

SMI Library supports usage of multiple

PCI-SCl-adapters

ncrease hisection bandwidth/t

miitin

a)
\J

1Hruu LIPL;I A\ | a

Possible adapter scheduling:
— DEFAULT: use single default PCI-SCI adapter

CAND - Aann~h ClLCCl AadAa

— IIVIIF. CAdlll PJIULCOOS USTCO GIIULIICI I"\/I S0 Adua

importing and exportlng segments
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Configuration

Many SCI-MPICH parameters are

configurable on startup

Different configuration settings may

pest for diffe
Unreasonable settings are automatically

corrected
Device configuration file ch_sm . conf
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Summary SCI-MPICH

Open-source, free alternative to ScaMPI
Based on MPCH: fully MPICH compatible

Comparable performance on small to
medium-sized clusters
Runs on Dolphin and Scali SCI clusters

Demonstrates usage of SMI for library
development

of MP-MPICH for heterogenous, cross-
'er MPI programming
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