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Why SCI Deep Trace Acquisition?

• Non-Intrusive spatial and temporal analysis

• Analysis of:

• Interconnect hardware

• Interconnect topology

• Driver, protocol, API and DSM software

• Parallel executed algorithms
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Design Objectives

• Non-intrusive monitoring

• Very deep (>>10Mbyte) traces

• Acquisition of all packets

• Synchronous trace acquisition on multiple nodes

• Allowance for various probes

• Adaptability to various SCI interface implementation

• Trace data storage in commercial relational database

• Ability to analyse causal relationships
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Trace Hardware

Dolphin’s PSB

Dolphin’s
Pickup Probe

Trace
Probe
One

LC2 PCI-Bridge
Blink

LC2

LC2 PCI-Bridge
Blink

Avionics PSB

Option 1

Option 2

Option 3

SCI
Network
Fabric

Trace
Probe
Two

Probe
Adapter

Two

Probe
Adapter

One

PC Motherboard

Trace
Memory
Board
One

Trace
Memory
Board
Two

EISA BUS

LVDS
Cables

HP Analyser Cables

SCI
Link

(LVDS)
Pickup
Probe

SCITRAC
DMUX
Card &

LSA
Card



 2nd October 2000: SCI Summer School Michael Manzke and Brian Coghlan, Computer Architecture Group, Trinity College Dublin;   Page 7

Hardware

• Trace probes, trace adapters and trace memory

• 96 bit-sample data path

• Maximum sample rate of 66 MHz (LC2 suitable)

• Test pattern generator in trace probes

• 24 Mbytes dual ported VRAM (on two boards)

  > 2,000,000 samples

  > 150,000 Request Send Packet with 64 bytes data

• Four 64k SRAMs for trigger and filter pattern
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Trace Instrument GUI
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Trace Data Flow
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SCI Packet Decoding
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Trace System Software
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Trace Database

• Trace_ID and Packet_ID uniquely identify every packet

• DB accommodates  all SCI packet types (Blink & cable)

• A main table is shared by all packets

• Table fields exhaustively enumerate packet information

• Table fields preserve the maximum level of detail

Query:    All request-send packets with targetId = X
source Id = Y
addressOffset > A
addressOffset < B
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Trace Database
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Trace Database
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Future Work

• Implementation of:

• State (gantt) & causality (hasse) diagrams

• Statistical analysis

• The instrument will be used to Validate:

• Global cluster state estimation algorithm

• SCI Simulation tuning



 2nd October 2000: SCI Summer School Michael Manzke and Brian Coghlan, Computer Architecture Group, Trinity College Dublin;   Page 17

Conclusion

• Non-intrusive measurement of SCI traffic

• Analysis of the true temporal behavior

• Deep traces > 150,000 packets per node

• Synchronous trace acquisition

• Trace Database provides maximum detail

• Trace DB is well understood and easy to use


